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ABSTRACT

A key step in distributed video coding is the generation @ th
side information (Sl)i.e. the estimation of the Wyner-Ziv frame
(WZF). This step is also frequently called image intergofat
State-of-the-art techniques perform a motion estimatietwben
adjacent key frames (KFs) and linear interpolation in orneas-

sess object positions in the WZF, and then the Sl is produged b

motion compensating the KFs. However the uniform motion ehod
underlying this approach is not always able to produce afgaty
estimation of the motion, which can result in a low S| quality

In this paper we propose a new method for the generation of S,

based on higher order motion interpolation. We use more tivan
KFs to estimate the position of the current WZF block, whiltbves
us to correctly estimate more complex motion (such as, fampte,
uniform accelerated motion). We performed a number of tiests
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Fig. 1. DVC framework considered in this paper [3]

the fine tuning of the parameters of the method. Our expetsnen |4ion hox shown in Fig. 1. The result, called side inforraat(SI)

show that the new interpolation technique has a small coatipa@l
cost increase with respect to state of the art, but provigiesirkably

is then corrected thanks to the information coming from theoe-
ing of WZFs carried out by means of (possibly) a discretestiaim

better performance with up to 0.5 dB of PSNR improvement in SkDCT or DWT), a quantizer, and a channel encoder (LDPC orcturb

quality. Moreover the proposed method performs consilstevel|
for several GOP sizes.

Index Terms— Distributed video coding, image interpolation

1. INTRODUCTION

In recent years, distributed video coding (DVC) has raisedresid-
erable amount of interest, since it promises to be the emakbdich-
nology for several extremely interesting applicationse Tost in-
triguing aspect of DVC is that it should allow a distributeé (sepa-
rated) encoding of correlated signals with the same corsjmeeffi-

coder). The coder sends only the parity bits, and at thewecside
a channel decoder corrects the unavoidable errors of Segsiére
channel errors induced by noise. The turbo decoder useslbdele
channel to set the rate of parity bits.

In this framework, the compression performances are sliyong
influenced by the quality of the image interpolation stepvesal
methods have been proposed in literature, as those usimds blo
matching (BM) motion estimation (ME) and compensation [A].
very popular image interpolation scheme is the one proposiiih
the DISCOVER coder [5], which has become a popular reference
Recently, methods based on differential motion estimaf&n7]

ciency as centralized.é. joint) compression. This means that many have proved to be very effective in improving the image iptéa-
simple and cheap devices.g.wireless sensors) can do the same jobtion, improving the PSNR between Sl and original WZFs, arst al

of a single, complex centralized encoder, provided thait jdecod-
ing is possible. In fact, DVC allows to displace the comphefiom
the encoder to the decoder without loosing performances.

the end-to-end RD performance of the distributed video cddeese
results prove the importance of obtaining a reliable repregion
of object motion in order to perform a correct image integpion.

Even though the theoretical bases of DVC are well-knownesinc With the present paper we continue in this direction, but weare

long time [1, 2], practical implementation has only recgttoken
through. However, compression performances are stikdaitfrom
theoretical bounds. For these reasons, DVC lasts as one afidkt
attracting research issues in the field of digital video pssing.

another tool which can achieve an even better motion de&mrip
Generally, the current Sl is obtained by motion compengaifo

the adjacent KFs. The key point is to find the motion vectdiestirey

these KFs to the current frame. In previous works (in paldicin

We consider a very popular frameworks for DVC, proposed by[5. 6, 7]) this movement is estimated using only the samecadia
Aaronet al. [3] (see Fig. 1). The input sequence is split into key KFs. In this paper we introduce the idea of using a larger bet o
frames (KF) and Wyner-Ziv frames (WZF). KFs and WZFs are seerKFs in order to estimate this motion. Then, by means of higher

as different but correlated sources, and are coded indepéydhe
one from the other. In particular, the KFs are generally dodith a
stillimage technique, such as JPEG2000, or the INTRA modapf
video coder, and they are used at the decoder to generatéran-es
tion of the WZFs. This operation is performed by the imagerip-

order interpolation, we find the vector to be used in ordereidqrm
the motion compensation. The tests that we have performad sh
some remarkable improvement in S| quality, with little ieerent of
computational cost.

The rest of the paper is organized as follows. A brief redzdha



%

Forward
Motion

'

Bidirect.
Motion

!

Median

Low Pass
Filter
Previous KF
Filtering
Estimation Estimation
Next KF Low Pass »
Filter f f ?

Fig. 2. DISCOVER motion interpolation method.

]
FW MVF

BW MVF

the DISCOVER interpolation method is given in Section 2. Hist
section we show that this technique is equivalent to a lingation
interpolation between object positions in the previous fotldw-
ing KFs. In Section 3 we introduce the novel image interpoiat
method, that mainly amounts to a higher order interpolafiorob-
ject positions. Experimental results are reported in $acti while
conclusions and perspectives of this work are drawn in Se&i

2. DISCOVER AND IMAGE INTERPOLATION

The DISCOVER paradigm [5] is one of the most popular in DVC.
Conceptually, its operation mode is depicted by the ger@¥€
encoder shown in Fig. 1. In particular, the KFs are codedguie
Intra mode of H.264 with an assigned quantization step QHaAs
as WZFs are concerned, they are first transformed using e, t
quantized. The resulting coefficients are turbo-encodad, anly
parity bits are sent to the decoder, where they are used teatdhe
side information. Of course, the better is the SI, the fewnamitp
bits are needed in order to achieve a certain quality for ¢oen-
structed image. Therefore, the image interpolation stdgignl is
of paramount importance. Moreover we remark that we can fyodi
the image interpolator without affecting the encoder.

Before describing the proposed interpolation method, Wwe-il

k+1

p1+v(p1)

p2+v(p2)

p3+v(ps)

KF

Fig. 3. Bidirectional motion estimation in DISCOVER. Green solid
arrows: results of forward ME. Black dashed arrows: resfitsdi-
rectional ME for the block centred ip..

is possible. Finally, a weighted median filter is run over kii¢Fs
in order to regularize them. However these latter steps aialyn
a refinement of the linear interpolation, which largely effethe re-
sulting performances. The vectors computed in this way aesl u
for compensating the KFs, and the average of the resultifipmo
compensated KFs constitutes the side information.

3. PROPOSED METHOD

The algorithm for image interpolation in DISCOVER is quiféese-
tive but can be improved in several ways. In this paper wegsep

trate the one used by DISCOVER, which is summarized in Fig. 22 different technique for the motion estimation. As showrthie

Let I}, be the current WZF. The Sl is an estimation/gfproduced
by using the adjacent KFs, let them bg_; and I, 11. The KFs
are first spatially filtered in order to smooth out noise arghér fre-
guency contributions. Then, a classical block-matchingonalgo-
rithm algorithm is used to find a forward motion vector field\(M)
between image$,_1 andI41. A further bidirectional ME is per-

previous section, DISCOVER performs a linear interpolafir de-
ducing the object position in the missing WZFs. This is egl@at

to assume a uniform motion model (no acceleration of objents
the whole period between the two KFs. However, whenever e m
tion in the video deviates from this model we risk to end uphwit
an unsatisfactory motion estimation. So, the idea at this loshis

formed in order to find the movement between the current WZF an paper is to perform a higher order interpolation of objectifians,

the KFs. This process is detailed in Fig. 3: let us considéoekiof
pixels centred in the positiop,. We callv the MVF from I, to
I—1, u the one fromly, to Ix_1, andw that fromI, to I;. The
motion vector produced by the forward motion estimatiorhisre-
fore v(p2) and it points to the positiop2> + v(p2) in the previous
KF. The basic idea is that motion is linear betwdgn; and I;_1,
so one might assume thatpz + 3 v(p2)) = 2v(p2). However, in
order to avoid gaps and overlaps in the motion compensatagem
we need to estimate(p2). We use for this position the vector pass-
ing closest to the block center. In the example in Fig. 3 #igp3),
since||p2 —qs|| < ||p2—qz||, where we defined; = p:+1v(pi).
In summary, the DISCOVER algorithm shall choose in this case
v 1y (ps)

3 3 @)

Finally, DISCOVER allows a further processing of the MVFs

u(pz2) = 5v(ps) w(p2) =

u andw: first, a refinement around the position found in Eq. (1),

lWe are supposing that KFs are every second frame of the videw:-
ever, all the methods described in the following can bealiyiextended to
the cases of sparser KR®. larger GOP sizes.

in order to be able to take into account more complex motiodetso
(e.g.constant acceleration, non-linear trajectories, and $0 on

We describe the proposed method along with an example shown

in Fig. 4. It consists in three steps: a further block matghio
find the positions of the current block in imaghs_; and I 3; the
interpolation of the block positions; and finally the adjusnt of the
vectors in the center of the block.

Let us consider a block of the current WZF (which of course
is not available at the decoder), centred on the pixelThe DIS-
COVER algorithm provides us with the blocks centregin- u(p)

[resp. inp + w(p)] in the imagel;_; [resp. Ij11]. Let B> (P

[resp. B,ﬁ’j{”(p)] be this block of pixels. Now we want to refine the
movement of this block by taking into account the imadgss and
I.—3. Therefore, we start by looking for the position that thecklo
B}jfl“(p) will have in I _3, by using a regularized block-matching
searchj.e. the vectora such that the following functional is mini-
mized:

J@) =Y [BE® (@) - BE @) A la-sul @
qa
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Fig. 4. Proposed interpolation method for motion estimation.

The regularization term penalizes too large deviationsfitee linear _ ballet book arrival

model: withA — oo the proposed algorithm becomes equivalent to Precision Lossless| QP=31 | Lossless| QP=31
- Full pixel 0318 | 0277 | 0210 | 0.211

DISCOVER. The sum of absolute differences (SAD) or the sum of Half pixel 0.319 0.974 0.199 0.215

squared differences (SSD) can be used in this criterion Igitmp Quarter pixel| 0.320 | 0.269 | 0.169 | 0.185

settingn = 1 orn = 2 respectively. Likewise, we can find the

vectorw allowing to match the bIocIB}:E" (P) with another block  Table 1. Apsng [dB] with respect to DISCOVER. SAD criterion,

in Ik+3. A=0

The second step of the proposed algorithm consists in interp

lating the positions of the current block in the four imagksother

words we interpolate a vector function with the valges u, p + u, We performed both interpolation along the temporal axis and

p +w andp + w respectively atinstants— 3, k— 1,k + 1,k + 3, along the views (for multiview videos). The KFs are codedhwit

in order to find its value at instait, be itp. We used a piecewise H.264 in INTRA mode for different QP, and also in lossless mod

cubic Hermite interpolation to find the position. As a consatpe, in order to have a more complete analysis. We evaluate perfor

the interpolated motion vectors anép) + p—p andw(p)+p—p. mances by computing the PSNR of the S| with respect to thénaiig

These vectors are shown in dark red in Fig. 4. WZF, and by comparing it to the PSNR achieved by the origikal a

The last step consists simply in choosing the interpolagdd- ~ gorithm DISCOVER. The test sequences hedlet, book arrival

tory passing closest to the block center and in assigningsbeci-  breakdancerandjungle (multiview, non-rectified videos).

ated vector to the positiop, just as in DISCOVER. The difference

is that the trajectory is interpolated using four pointgeasl of two.

With respect to Fig. 4, the new vectors, shown in green, are:

4.1. Parameter tuning

In a first set of experiments, we compared SAD and SSD as raetric
u(p) =u(p) +p - P, w(p)=w(p)+p—P. (3) inthe criterion (2) used for the searchfandw. We do not report
results for the sake of brevity, but in all our tests the dyaif S
We observe that the proposed method can be used as well fegsyting from the two metrics was very close, with slightatage

distributed multiview video coding, where the KFs can bede®  or SAD, which moreover is computationally lighter. Forghéason,
taken at the same time by different cameras. In this casealgor  ij the following experiments we consider only SAD.

rithm can be applied without changes in the hypothesis oglégu In a second set of tests, we considered full, half, and quarte
spaced cameras, and small changes in the general case. pixel precisions for the search @ and w with the criterion in

Eq. (2). We report some results in Tab. 1. In this case we us&l S
4. EXPERIMENTAL RESULTS criterion and\ = 0, however similar results have been obtained for
other values of and for other sequences. We first observe that, even
Several experiments have been carried out in order to tutheain before optimizing)\, the proposed method has a non negligible gain
date the proposed method. In a first set of tests, we tunedgbe a with respect to the state of the art. As far as precision iseored,
rithm parameters for different configurations. In a second,ave  we conclude that it is not worth going beyond half pixel, sokeep
compared the proposed method with the reference one in tefrms this value in the following.
quality of side information. Finally we implemented the posed The last set of experiments for parameter tuning has been de-
method within a modified version of DISCOVER in order to evalu voted to the\ parameter. We considered 10 values between 0 and
ate the impact on the end-to-end coding performance. 100 and we found that the optimal value depends on the KFista



GOP size| 2 4 |8 QP book arrival | ballet | jungle | breakdancer
Aopt 50| 20| 0 lossless 0.250 0.054 | 0.035 0.093
31 0.230 0.050 | 0.032 0.092
Table 2. Value of \,,: for different GOP sizes 34 0.220 0.046 | 0.031 0.091
37 0.223 0.036 | 0.031 0.092
40 0.207 0.021 | 0.029 0.085
[ QP | book arrival | ballet | jungle | breakdancer]
GOP size =2 Table 4. Apsnr[dB] for disparity estimation (views not aligned)
lossless 0.356 0.460 | 0.165 0.055
31 0.326 0.348 | 0.150 0.053 - -
34 0.291 0.313 | 0139 0.054 | | book arrival | b‘allet | jungle | breakdancer|
37 0.252 0.238 | 0.123 0.049 GOP size =2
40 0.204 0.204 | 0.101 0.044 AR (%) -3.218 -0.878 | -1.929 -1.904
COP sz =4 Apsnr[dB] 0.141 0.044 | 0076 0.076
lossless 0.523 0.301 | 0.387 0.133 GOP size =4
31 0.471 0.290 | 0.369 0.127 AR (%) -2.637 -1.072 | -1.989 -2.257
34 0.464 0.270 | 0.360 0.121 Apsnr([dB] 0.116 0.054 | 0.078 0.093
37 0.422 0.236 | 0.341 0.116 GOPsize =8
40 0.392 0.202 | 0.314 0.104 AR (%) 3.333 1.073] -1.953 “1.323
GOP size =8 Apsnr[dB] 0.054 0.150 | 0.077 0.059
lossless 0.226 0.060 | 0.037 0.036
31 0.234 0.045 | 0.028 0.041 Table 5 Rate-distortion performance comparison between DIS-
2‘7‘ 8-338 8-8;‘2 8-838 8-822 COVER and the proposed method, obtained with the Bjontegaar
40 0198 | 0027 | 0.000 | 0.025 metric [8] in time domain

Table 3. A dB] for temporal interpolation
PSR [dB] P inerpoat more than two images are considered and if higher orderpiolzr

tion of object positions is used to compensate the currentliKis

Aopt decreases when the KFs are farther apart. This is reasonat{l%etmd requires amild increase in computational compiesit, on

since in this case we must allow larger vector deviationske into e other hand, itassures a good precision in retrievingifect po-

. . . sition. The first experimental results are encouragingerptlation
account the movement. The optimal values are summarizeahile T . . .
2. These values have been obtained maximizing the averdgR PS quality (measured as PSNR of Si with respect to the originaRWV

over all the sequences and at all the QPs. Even if we do nottrepo{fs:;np{ﬁge?ouzég doigczzh?wiB Lneti?,earggf{f flz\t/grg\bllg gasst(z; r'\élgt"z ce>ve
all the results, we observe that using the best value carowaBl 9 prop q P Y

. . - T coding rate up t8.3%. The good results push us in continuing the
quality up to0.15 dB with respect to the trivial case= 0. analysis of higher order interpolation in DVC. In partiaulae in-

tend to analyze the combination of this technique with défeial
4.2. Image interpolation performance motion estimation [6, 7].

We used the optimal configuration found in the previous saaind
we compared the Sl quality with DISCOVER. Results for tenapor
interpolation are summarized in Tab. 3. We observe that tbe p (1] p. Slepian and J. K. Wolf, “Noiseless coding of correthiaformation
posed method allows remarkable gains in side m_fOI’mathH‘_mW sources,"|EEE Trans. Inform. Theorwol. 19, pp. 471-480, July 1973.
up to more t_har().5 dB. We also notice that the highest gains areng] A. Wyner and J. Ziv, “The rate-distortion function for wme coding
for a GOP size equal to 4. In fact, when KF are very close (GOP ~ yjith side information at the receiverfEEE Trans. Inform. Theoryol.
size = 2), linear interpolation is not very bad, so our gaiesadlittle 22, pp. 1-11, Jan. 1976.

smaller, while when they are too far apart, any interpotatieethod [3] A.Aaron, R. Zhang, and B. Girod, “Wyner-Ziv coding of nia video,”

would have a difficult task. . o . o in Asilomar Conference on Signals and SysteResific Grove, Califor-
We also performed image interpolation in the view direction nia, Nov. 2002.

Results are shown in Tab. 4. We observe that the improversent '14] B. Girod, A. Aaron, S. Rane, and D. Rebollo-Monedero, Bibuted

reduced with respect to the case of temporal interpolasimte the video coding,’ Proc. IEEE vol. 93, no. 1, pp. 71-83, Jan. 2005.

higher order interpolation better models non-linear t&jees rather [5] C.Guillemot, F. Pereira, L. Torres, T. Ebrahimi, R. Leodi, and J. Os-

than disparity of non-rectified videos. Yet, the gain is negligible, termann, “Distributed monoview and multiview video cé)dirﬁjasics,

since we registered improvements u@td5 dB. problems and recent advance$ZEE Signal Processing Magpp. 67—
Finally, we performed a complete end-to-end coding of video 76, Sept. 2007.

sequences with the DVC coder shown in Fig. 1. The rate-distor  [g] M. Cagnazzo, T. Maugey, and B. Pesquet-Popescu, “Areifféal mo-
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