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ABSTRACT

We present an efficient approach for an off-line alignment
of a symbolic score to a recording of the same piece, us-
ing a statistical model. A hidden state model is built from
the score, which allows for the use of two different kinds
of features, namely chroma vectors and an onset detec-
tion function (spectral flux) with specific production mod-
els, in a simple manner. We propose a hierarchical prun-
ing method for an approximate decoding of this statistical
model. This strategy reduces the search space in an adap-
tive way, yielding a better overall efficiency than the tested
state-of-the art method.

Experiments run on a large database of 94 pop songs
show that the resulting system obtains higher recognition
rates than the dynamic programming algorithm (DTW),
with a significantly lower complexity, even though the rhyth-
mic information is not used for the alignment.

1. INTRODUCTION

We address the problem of synchronizing a polyphonic
musical score with an audio performance of this score, in
the “off-line” version of this task. This allows one to con-
sider the whole recording before estimating the positions
of the score notes. We are interested in an alignment at the
“symbolic level”, which means that the result is the time
indexes of the score notes or chords.

Applications of such a system can be a score retrieval
from a musical query, or the ability to use both the audio
and symbolic (score) content for music indexing. Some
musical content analysis tasks, such as motif detection or
chord transcription, may indeed be easier on symbolic data
than on raw audio files.

While most on-line score following systems use statis-
tical models which can be rather complex [4, 8, 14], many
off-line algorithms simply rely on the DTW algorithms or
refinements of it [6, 9]. These latter algorithms are often
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faster than the former and can also be applied to audio-to-
audio synchronization.

However, their complexity (in time and space) is quadratic
in the number of audio frames. This complexity problem
has been addressed in [10], where a “short-time” DTW is
proposed, which reduces the memory space requirement,
at the cost of a greater time complexity. In [11], Müller et
al introduce a “multi-scale” DTW (MsDTW) which allows
for an efficient pruning strategy in a coarse-to-fine fashion.

To the authors’ knowledge, hierarchical approaches have
not been used for music synchronization, appart from [11].
In [3], Cont exploits a Hierarchical Hidden Markov Model.
However, although its advantage in terms of interpretation,
this structure is equivalent to a “flat” HMM [12].

With a dynamic programming framework, the use of
different kinds of descriptors can be difficult. Hence such
systems use a single feature representation, generally chroma
vectors. A notable exception can be found in [6], where a
strategy is proposed to combine local distances resulting
from chroma vectors and onset features in a DTW scheme.
The use of a statistical model makes the fusion of different
pieces of information more natural. This structure is often
used in real-time systems [2, 5], which model each feature
distribution with a Gaussian mixture.

The hidden state model presented here exploits a differ-
ent model for two different sets of features: a “histogram
model” (see Sec. 2.1.1) for chroma vectors and a logistic
model (see 2.1.2) for an onset indicator feature. This sys-
tem obtains a very good alignment precision with a signif-
icantly lower complexity than the DTW algorithm.

We also introduce a hierarchical approach for search
space reduction, which performs a pruning of the unlikely
states in a hierarchical way. We take advantage of struc-
tural information given by the score (namely beat and bars),
which allows for a meaningful hierarchical segmentation
of the music. This method provides an alternative to the
commonly used beam search strategy, which consists in
maintaining only a fixed (small) number of paths at each
decoding step. Our approach proves advantageous com-
pared to both beam search and MsDTW, in terms of global
search space size and runtime, without affecting the align-
ment performance in practice.

In the next section we present our baseline models for
audio-to-score alignment. Then, a hierarchical pruning method
for an approximate decoding of these models is proposed
in Section 3. We expose the results of our experiments in
Section 4 before suggesting some conclusions in Section 5.
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Figure 1. Score Representations. Top: The original graph-
ical score. Middle: The score as a sequence of chord. Bot-
tom: The finite state machine representing the score.

2. BASELINE MODELS FOR AUDIO-TO-SCORE
ALIGNMENT

Similarly to [15], we segment the musical score into chords,
which are sets of notes that sound at the same time. Every
time a note appears or disappears, a new chord is created.
We can then fit a hidden state model to the audio signal, the
states of which are defined by the chords of the score. The
score is seen as an automaton, as represented in Figure 1.

In this work, we chose not to take into account the rhyth-
mic information given by the score, as we consider that we
have no prior knowledge of the tempo. We use the Maxi-
mum Likelihood (ML) path in the automaton as the align-
ment path. Let y=y1, . . . , yN be the feature sequence ex-
tracted from the signal. Let Sn be the random variables de-
scribing the current state at time n. The ML path Ŝ, which
can be efficiently computed by the Viterbi algorithm, is:

Ŝ = argmax
S∈S

P
(
y
∣∣S) = argmax

S∈S

N∏
n=1

P (yn|Sn), (1)

where S is the set of acceptable paths. We consider as ac-
ceptable the paths which go through all the states in the
right order. This model is thus a left-right Hidden Markov
Model whose only transitions are self-transitions and tran-
sitions from one state to the following one. All these tran-
sitions have the same probabilities.

2.1 Observation Models

Similarly to [13], two kinds of information are used in this
work: the pitch content and the onset information. Thus,
we use two types of features in order to take them into
account. Chroma vectors are used in order to model the
pitch content of the signal, and the spectral flux is supposed
to detect the note onsets.

2.1.1 Chroma Vectors

As observed in [9], chroma vectors provide a compact, yet
efficient representation of the pitched content of a musical
signal for music-to-score matching. A chroma vector is a
twelve-dimension vector, each of whose component repre-
sent the “power” in all the frequency bands of a chromatic
class (from A to G#). The chroma vectors we use are com-
puted according to [16], with a 50 Hz time resolution.

For each state s, a probability distribution {g̃(i)}i=1...12

over the 12 chroma components is built, as the superpo-
sition of one-note distributions which correspond to the

notes that are present in the state. A one-note distribu-
tion is a simple Kronecker function {δ(i, j)}i=1...12 where
j is the pitch class of the considered note. Then, a constant
component q is added in order to model noise, and we ob-
tain a distribution g defined by g(i) = (1 − q)g̃(i) + q

12 .
A value of 0.7 has been found satisfactory for the noise
parameter q. For example, the distribution values corre-
sponding to the chord

{
C3,E3,G3,C4

}
are (represented

in a vector) 1−q
4 (0, 0, 0, 2, 0, 0, 0, 1, 0, 0, 1, 0)+ q

121, where
1 is a vector of ones.

In order to calculate the likelihood of each state, we use
the model exposed in [15]. The values of the chroma vec-
tor v extracted from the audio is considered as a histogram
of random samples drawn from the distribution g (corre-
sponding to chord c). The probability of having v as a
result of such a sampling is:

p
(
v|c
)

= Z(v)
12∏
i=1

g(i)αv(i). (2)

Here, α is a scaling parameter. Since the value of this pa-
rameter has no effect on the decoding result, it is fixed to
1. Z(v) is a positive number which only depends on the
observation v, hence it is the same for every path and its
value is not considered.

2.1.2 Spectral Flux Feature

In order to render the “burst of energy” which appears at a
note onset, we exploit the spectral flux feature, which has
been proven efficient in a beat tracking task [1]. We use
this feature for a “probabilistic” onset detector.

The spectral flux values are first normalized so that their
maximum is 1. A local threshold is then computed by ap-
plying a 67% rank filter of length 200 ms to the output.
We then obtain an “onset feature” by subtracting this local
threshold to the normalized spectral flux. Finally, a simple
logistic model is used in order to calculate the likelihood
of an onset. We denote by A the random variable repre-
senting the attack (onset) indicator ({A = 1} means that
there is an attack). For a value f of the onset feature, we
have:

p
(
A = 1|f

)
=

ebf

1 + ebf
(3)

where b is a positive parameter, which controls the “confi-
dence” of the onset detector: when the value increases, the
decision is closer to a deterministic detector (with proba-
bilities 0 or 1).

2.2 Chord and Onset Models

Two structures of HMMs are evaluated in this work. In the
Chord structure, a chord is represented by a single state,
and only the pitch information (described by the chroma
vectors) is taken into account. The spectral flux is not con-
sidered.

The Onset model is a refinement of the previous struc-
ture which takes the onset information into account. In this
model, a lower “level of hierarchy” is added in order to
model two possible phases of a chord: attack and sustain.
Earch chord corresponding to an onset is split into two suc-
cessive phase states: attack (A = 1) and sustain (A = 0),
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Figure 2. State Structure of the chord and onset models for
the previous score (A and S stand for respectively attack
and sustain).

which share the same chroma vector model. The two types
of features are supposed to be independent. The chroma
feature is assumed to depend only on the chord state while
the onset feature only depends on the phase state. Hence,
if we assume an uninformative prior about the phase state,
i.e. p(A = a) = 1

2 , we have:

p
(
v, f |c, a

)
∝ p
(
v|c
)
p
(
A = a|f

)
(4)

where these other probabilities are expressed in (2) and (3).
Each state of the model is then the combination of a chord
and a phase: we write Sn = (Cn, An). Equation (1) is
then:

Ŝ = argmax
S∈S

N∏
n=1

p(vn|Cn)p(An|fn). (5)

Six different values are tested for the parameter b of eq. (3):
0, 0.1, 1, 10, 50 and 100.

The structures of the two models are compared in Fig. 2.
For the Onset model, the lower level states are represented
inside the “chord super-states”. In the example, the fourth
super-state contains only a sustain state, because the tran-
sition from the previous chord to the fourth one does not
correspond to an onset, but to the extinction of one note.

3. A NOVEL HIERARCHICAL PRUNING
APPROACH

In order to speed up the decoding phase, we use a hierar-
chical pruning approach, inspired by the multi-scale Dy-
namic Time Warping (MsDTW) algorithm [11]. The idea
is to first obtain a coarse alignment and then use the result
to prune the search space at a more precise level.

For these coarse alignments, we take advantage of higher
musical structures than what we call chords, namely beat
and bars. These structures, given by the score, allow for
a meaningful hierarchical segmentation of the music. At
each of these levels, a HMM can be built, whose states
correspond respectively to the beats and to the bars of the
score. As the considered temporal units are larger and the
precision needed at these levels is lower, the observations
used for the alignment are calculated over longer windows,
with a smaller time resolution. Figure 3 illustrates the con-
struction of the automata and the calculation of the obser-
vations, at the three levels of hierarchy.

The algorithm proceeds as follows: on the highest level
automaton, we calculate for every state s and every frame
n, the maximum likelihood that can be obtained by going

Score: automaton

Chords

Beats

Bars

Audio: integration windows

1

1 2 3 4

2: 4:3: 5: 6: 7:1:

Figure 3. Finite state machines (modeling the score) and
integration windows (over which are calculated the obser-
vations) at the three considered levels of hierarchy.

through state s at time n. This value is written

P̄ (s, n) = max
S∈S,Sn=s

{
P (y|S)

}
(6)

where S is the set of acceptable paths and y is the ob-
servation sequence. This calculation can be done by a
“forward-backward version” of the Viterbi algorithm. It
is very similar to the forward-backward algorithm, and can
be deduced from it by replacing the sum operation by a
max. This algorithm allows for the calculation of the opti-
mal path Ŝ = Ŝ1, . . . , ŜN at the same time.

The values P̄ (s, n) are then used to prune the low-score
paths. We do not use the posterior probabilities P (Sn|y)
instead of P̄ (s, n) for the pruning process since we are in-
terested in the path’s scores and not in the states’. Since a
state probability is the sum of the probabilities of the path
going through this state, there is a risk that some states
containing many average-score paths may be favored com-
pared to a state containing an isolated high-score path.

This “pruning score” P̄ (s, n) constitutes an important
difference with the beam search strategy. Indeed, beam
search operates directly at the low level and it uses the par-
tial Viterbi score

P̃n(s, n) = max
S∈S,Sn=s

{
P (y1, . . . , yn|S1, . . . , Sn)

}
(7)

in order to prune the low-score path. Hence it only con-
siders the observation up to the current frame, whereas our
approach takes into account the whole signal.

The structure of the automaton is left-right, thus the re-
lation defined on the set of states by: s ≤ s′ iff there is
a path from s to s′, is a total order. It is then possible to
define the “furthest admissible states” S−n and S+

n for each
time n by:

S−n = min
{
s
∣∣ P̃ (s, n) ≥ P (y|Ŝ)

η

}
(8)

S+
n = max

{
s
∣∣ P̃ (s, n) ≥ P (y|Ŝ)

η

}
, (9)

where η is a parameter which controls the minimum likeli-
hood of the paths that are kept in the pruning process. We
define the tolerance radii δ− and δ+ as the maximum num-
ber of states that separate respectively S−n from Ŝn and Ŝn
from S+

n , for n ∈ {1, . . . , N}.
These tolerance radii specify a set of states around the

alignment path, which allows for a reduction of the search
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Figure 4. Principle of the hierarchical pruning method.
The grey scale of a cell correspond to the maximum likek-
ihood of the paths going through this cell. At the beat level,
only the domain delimited by the black lines is explored.

space at the lower level. Hence, the alignment at the lower
level is calculated by exploring only this domain. Figure 4
illustrates this pruning process. The same procedure is re-
peated at each level.

The observations used in the higher levels are integrated
(moving average) versions of the chroma vectors, with a
lower time resolution. This use of averaged observations is
musically justified since the harmony (and thus the chroma
information) is in general homogeneous over a whole beat
(or bar) duration. The spectral flux is not considered in
these levels. The integration windows are chosen in order
to take into account the fastest reasonable tempi. For the
beat level, this duration is 200 ms, corresponding to a very
fast tempo of 300 beats per minute. For the bar level, the
integration window is 1 s, that is a four-four time with a
tempo of 240 bpm. A 50% overlap is used, yielding time
resolutions of respectively 10 Hz and 2 Hz. The histogram
model exposed in Sec. 2 is used and the distribution g
corresponding to a state (beat or bar) is the superposition
of the distributions associated to the chords that it contains,
weighted by their theoretical durations (in beat).

The main difference between the MsDTW pruning ap-
proach and ours is that the tolerance widths δ are not given
as a parameter, but they are computed from the data in an
adaptive way, controlled by the parameter η. It is often
more advantageous to set the tolerance in terms of like-
lihood (parameter η) than in terms of deviation from the
alignment path (parameter δ). Indeed, it is possible that
a wrong path obtains a slightly higher score than the right
one at a coarse level (for example a path following a differ-
ent repetition of a musical phrase). If this wrong path is far
(in terms of states) from the right alignment, the latter one

will be discarded by the fixed-radii pruning process. On
the other hand, it is reasonable to suppose that the “real”
alignment path always obtains a high likelihood, and thus
is not pruned out by our method.

4. EXPERIMENTS

4.1 Database and Evaluation Measure

The database used in this work comprises 94 songs of the
RWC-pop database [7]. These songs are polyphonic multi-
instrumental pieces of length 2 to 6 minutes, most of which
contain percussion. The alignment ground-truth is given
by the synchronized MIDI files provided with the record-
ings. The same MIDI files are exploited as target scores.
However, as we intend to be able to handle any type of
score, in particular scores with missing or unreliable tempo
indications, we artificially introduce (rather extreme) tempo
modifications in these MIDI files: every 4 bars, a random
tempo change (between 40 and 240 bpm) is added.

The chosen evaluation measure is the recognition rate,
defined as the fraction of onsets which are correctly de-
tected less than θ = 300 ms away from the real onset time.
This threshold is based on the MIREX’06 contest 1 .

4.2 Reference System: DTW

We compare our alignment models to a reference DTW
(Dynamic Time Warping) system. The DTW algorithm
searches for the alignment between two sequences which
minimizes the cumulative costs along the alignment path.

This method is used to synchronize the sequence of ob-
servations (chroma vectors and spectral flux) extracted from
the audio with a sequence built from the score. This “pseudo-
synthesis” is performed by associating to each chord a chroma
vector template (having the same values as the probabil-
ity distributions of Sec. 2.1.1) and a duration given by the
score. The obtained sequence is then linearly stretched so
that its length is the same as the recording. For the onset
detection feature, the reference sequence is a sequence of
zeros and ones, the ones correponding to the onset loca-
tions in the “pseudo-synthesis”.

For this system, the spectral flux sequence is locally
normalized so that its maximum is 1 on a 2-s sliding win-
dow. The local distance between the observation (v, f̄)
(respectively chroma vector and locally normalized spec-
tral flux) and the template counterpart (g, a) is given by:

D
(

(v, f), (g, a)
)

=
v · g
‖v‖‖g‖

+ w |f − a| , (10)

where · denotes the inner product and w is a non-negative
parameter which controls the weight given to the onset de-
tection feature. Between three different values which have
been tested { 1

2 , 1, 2}, the value w = 1 has been found
the most efficient on our database. A DTW system which
considers only the chroma observation (corresponding to
w = 0) is also evaluated.

1 Music Information Retrieval Evaluation eXchange 2006, score
following task: http://www.music-ir.org/mirex/2006/
index.php/Score_Following_Proposal



System Recognition Rate Search Space
DTW (only chroma) 78.77% 100%DTW (chroma+onset) 86.07%

Chord 64.49% 16.2%
Onset (b = 0) 69.70%

26.3%

Onset (b = 0.1) 70.49%
Onset (b = 1) 73.14%

Onset (b = 10) 82.90%
Onset (b = 50) 87.16%

Onset (b = 100) 84.71%

Table 1. Recognition rate and mean search space (fraction
of the DTW algorithm search space) as a function of the
alignment system.

4.3 Performances of the Baseline Systems

The recognition rates and average search space of several
settings are summed up in Table 1. The search space is
the number of explored cells (state/frame pairs, or audio
frame/pseudo-synthesis frame pairs, depending on the sys-
tem) over the total number of cells required for the DTW
algorithm (the square of the number of audio frames).

First, it can be seen that the DTW which considers only
the chroma observations performs better than the chord
model. This is easily explained by the fact that the former
system implicitly models the note durations in the pseudo-
synthesis stage, whereas the statistical models do not take
them into account. This increases the precision, but also
the search space (from 16.2% to 100%).

However, the use of the onset information allows the
onset model to overcome this shortcoming and to obtain a
slighty better precision than the DTW systems, with a still
lower complexity. Indeed, a recognition rate of 87.16% is
obtained with a value of b = 50, against 86.07% for the
DTW system wich takes into account the onset observa-
tion, whereas the mean search space is 26.3%.

The increase of accuracy induced by the onset observa-
tion is smaller in the DTW system than in the statistical
models. This is probably due to the difficulty of modeling
the spectral flux process. Indeed, this onset detection func-
tion is not very well modeled by our binary templates, and
the logistic model of (3) seems to be more relevant to this
process than the local distance of (10).

The increase of search space in the onset model is bene-
ficial to the alignment precision. Indeed, even with a value
of b = 0 (which means that the onset information is not
used) the recognition rate increases from 64.49% (chord
model) to 69.70%. The explanation lies in the fact that
most chords are then represented by two states. Thus the
minimum duration of each chord is two frames instead of
one, which prevents the system from rapidly skipping sev-
eral states and leads to a smoother alignment path.

4.4 Pruning Evaluation

This hierarchical pruning method is run on the RWC pop-
ular music database. The lowest-level model uses the on-
set structure with parameter b = 50. Several values of the
pruning parameter η have been tested and the experimental
results are summed up in Table 2. The mean search space

System Search Space Run time Errors
Beats Onsets (in s) (nb)

Onset b = 50 – 26.26% 482 0
BS Nh = 700 – 5.74% 733 0

MsDTW δ=150 2.24% 14.02% 1180 0
δ = 60 0.81% 7.93% 362 0
η = 1000 0.42% 4.53% 300 0
η = 200 0.35% 4.07% 276 0
η = 100 0.33% 3.82% 265 0
η = 50 0.30% 3.59% 256 0
η = 20 0.26% 3.22% 240 0
η = 10 0.23% 2.97% 229 2
η = 5 0.19% 2.59% 215 2

Table 2. Performance of our implementation of the align-
ment algorithm using different settings of the hierarchical
pruning method.

sizes are displayed for each pruning setting at the beat and
chord level, as the fraction of explored cells over the total
number of cells used by the DTW algorithm. At the bar
level, it is 0.16% for MsDTW and 0.04% for all the other
systems. For each setting, the total run-time is also pre-
sented, as well as the number of “pruning errors” on the
whole database (94 songs). A pruning error occurs when a
part of the ground truth alignment path is discarded by the
pruning process. The implementation of the algorithms is
in MATLAB, and was run on a Intel Core2, 2.66 GHz with
3.6 Go RAM under Linux.

The performance of three additional reference systems
is displayed. This first one is the baseline onset model with
no pruning. The second reference system uses beam search
(BS). This algorithm performs the decoding of the statisti-
cal model similarly to the Viterbi algorithm, but maintains
only the best Nh paths, according to the partial Viterbi
score of (7). The minimum value of Nh for which the de-
coded path is the same as without pruning is Nh = 700.

The third reference system is a MsDTW (multi-scale
DTW) system [11]. This system performs a DTW align-
ment, but it uses a coarse-to-fine pruning process in order
to keep only a fixed neighborhood around the alignment
path, at each level. The same three levels as in 3 are used.
The deviation parameter value δ = 150 is the minimum
value yielding no pruning error on our database.

Finally, the last one uses constant tolerance radii δ− =
δ+ = 60. This value δ is the lowest one for which no
pruning errors are made.

In terms of alignment precision, all the systems which
do not make pruning errors obtain the same scores as the
reference system (87.16%). Thus, the reduction of the
search space does not affect the alignment precision.

The results show the benefits of this pruning method,
since the search space and run time of all the tested systems
which use it are lower than the reference system (without
pruning). As expected, the explored space decreases with
the value of η. No pruning error occurs until a value of η =
20, whose corresponding run-time is half of the reference
system (240 s against 484 s).

The benefit of this method compared to a fixed radius



Figure 5. Number of explored states per audio frame at
the onset level for each song of the database, without and
with pruning (onset model with b = 50).

δ can also be seen: the tested system with δ = 60 (the
minimum value for no pruning error) runs in 362 s, and
requires more space than our “adaptive” pruning strategy.

The hierarchical strategy allows our approach to be more
effective than beam search (3.53% search space against
5.74%). Hence, considering the whole signal (although
at a coarse level) seems to reduce the risk of following
a promising path which will eventually come to a “dead-
end”. This problem could be adressed by estimating a
tempo process in a beam search approach, such as in [15]
or [4]. However the complexity of these models would be
much higher.

In Fig. 5 are displayed the numbers of explored states
per audio frame in each song of our database, for three
different pruning strategies: the reference system (without
pruning), the system using a fixed radius δ = 60 and the
system using our adaptive approach with η = 20. Both
pruning strategies achieve a significant reduction of the
search space on all the songs. More interestingly, we can
see that the search space width obtained with our pruning
strategy can greatly vary from songs to songs, whereas it
is more or less constant with a fixed δ (only affected by
the number of onset states in a beat). This variability is
uncorrelated to the original number of states in the score,
indicating that our approach manages to adapt the pruning
process to the data. Thus, whereas in some cases, the width
obtained with our method is greater than with a constant δ,
it is most of the time significantly smaller.

5. CONCLUSION

In this paper, we show that a novel hierarchical pruning
approach for the approximate decoding of a hidden state
model leads to a good precision in our alignment task,
with a low complexity. In our experiments, we find that
the recognition rate is even higher than a DTW system
when a description of note onsets is used additionally to
the chroma vectors, while keeping a lower complexity than
this algorithm in the decoding phase.

The proposed hierarchical pruning method further re-
duces the complexity without affecting the accuracy of the
system. The main advantage of this strategy compared to

the one used in [11] is that the tolerance radii can adapt to
the data, yielding a better overall efficiency.

In the continuation of this work, we will address the use
of a more elaborate model at the lowest level, which is now
feasible thanks to the pruning strategy. We will also try to
further reduce the number of states in the model, by taking
advantage of the repetitions in the musical structure.
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