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Abstract

Human age estimation using facial image is becoming
more and more investigated because of its potential appli-
cations in many areas such as multimedia communication
and human computer interaction. Since many factors con-
tribute to the aging process like gender, race, health, living
style, the current age estimation performance for computer
vision systems is still not efficient enough for practical use.
In this paper, we addressed the problem of age estimation
from single facial gray-scale image since the color infor-
mation appeared as not significant in considered low res-
olution images. Local and global Discrete Cosinus Trans-
formation (DCT) are used for feature extraction allowing
thus a first dimensionnality reduction through this discrimi-
native representation.A second reduction of dimensionality
has been obtained through principal component analysis
(PCA). A linear regression function has been learned and
tested on different large databases extracted from MORPH
[16]. Experimental results have shown some encouraging
results.

Index Terms: age estimation, facial image features, PCA,
regression

1. Introduction
Given a facial image, humans have the ability to accu-

rately recognize and interpret information in real time. Mul-
tiple attributes can be estimated from it such as gender, ex-
pression, ethnic origin and age. These facial attributes are
important since they play a crucial role in real applications
including multimedia communications and Human Com-
puter Interaction. For example, considering the application
of age estimation, an Age Specific Human Computer In-
teraction system can be developed. This system has useful
applications such as internet security when preventing kids
to access adult pages. A vending machine can also refuse

to sell alcohol or cigarettes to underage people. However,
automatic age estimation remains a challenging task. The
difficulty is in the way different people age since the ag-
ing process is determined not only by the person’s genes
but could be affected by external factors such as health, liv-
ing style, living location, weather conditions and artifacts
like makeup and plastic surgery. This paper uses classical
approach for extracting significant facial attributes and per-
forming age estimation on parameters obtained by projec-
tion into a low dimensional space.

The rest of the paper is organized as follows: first, the
related work is briefly reviewed in section 2. The section 3
deals with the data representation. Section 4 introduces the
method used to reduce data dimension and the regression
methods. Section 5 presents the database used in this work
and the experimental results. Finally, in section 6, conclu-
sions are drawn.

2. Related work
The existing methods on the age estimation using face

images can be divided into three categories: anthropometric
model, aging pattern subspace and age regression.

The anthropometric approach [12] is based on the facial
development theory and facial skin wrinkle analysis to clas-
sify images. The results obtained in [12] are 81.6% of ac-
curacy for classification in three groups and only 27% of
accuracy for classification in five groups. We noticed that
the previous methods were tested on small databases (200
images).

In the second approach, aging pattern as defined in [6],
is a sequence of personal images sorted in time order. That
means that all images come from the same person and are
ordered by time. Estimation of age is then performed by
positioning the image, under testing, on all aging patterns
and selecting the one with the lowest reconstruction error.
This method also works with incomplete aging patterns.
Two algorithms are derived, AGES (for aging pattern sub-
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space) and AGESlda depending or not on Linear Discrimi-
nant Analysis (LDA) [8], [6], [7]. In [5], the best result in
term of Mean Absolute Error (MAE), which is the average
absolute difference between the real age and the estimated
one, is 5.36 years obtained on the FG-NET database (1002
images) [1].

The last approach we refer as age regression, consists of
extracting facial features by projection in a discriminative
subspace [14], [13]. Then, an image is represented by a set
of parameters. Various regression functions are applied on
these extracted features to estimate the age.

One of the best results [4] reaches an MAE of about 6
years using Conformal Embedding Analysis (CEA) associ-
ated with the quadratic regression function. Unfortunately,
this result has been tested on a private database of 2000 im-
ages. Let us also refer to two similar age regression meth-
ods WAS (Weighted Age Specific Architecture) [13] and
AAS (Appearance Age Specific Architecture) [13] where
the faces were modelled by a set of shape and intensity pa-
rameters.

In addition to regression methods, authors also consid-
ered some conventional classification methods including k-
Nearest Neighbors [17], Back Propagation neural network
[21], C4.5 decision tree [19], and support vector machine
[24]. In [6], all these methods were trained on the FG-
NET database and tested on 1, 724 images extracted from
the 55, 608 images of MORPH database but authors did not
indicate which ones.

let us mention particularly the recent large survey [3]
where authors present complete state-of-the-art techniques
in the face-image-based age synthesis and estimation topics.

In our work, we only considered age regression approach
where training and test were both performed on 5, 000 im-
ages extracted from the MORPH database (see section 5.1).

3. Data Representation
While in the previous works, images were just repre-

sented by their gray levels, resized with lower dimension
and often cropped before projection into descriminative
subspace, we decided in this work to extract at first features
from images before projecting them.

Therefore, three facial representations have been used.
The first one is the brute facial images in grayscaling lev-
els. Because it is also known that Discrete Cosine Trans-
form (DCT) is well suited for facial processing [18], [23],
both global and local facial representations based on DCT
were performed. In the global representation, entire image
has been represented by the most significant coefficients of
the DCT whereas in the local one, see also spatially flex-
ible patch (SFP), in [23], the image was divided in small
blocks and the most significant coefficients were selected
to represent each block. In the three cases, the face feature

components are reshaped as a p column vector x also called
image in the following.

4. Dimensionality reduction and Regression
In this work, we considered facial images of resolution at

most 65× 60. In this context, authors [4], [9] [10], usually
consider gray-level images.

In the following learning and testing examples are de-
noted {xk, !k} where k is an index, xk the image vector and
!k the corresponding age. To prevent overfitting problems,
dimensionality reduction has been applied. At first, we have
considered Partial Least Squares (PLS) approach [15] be-
cause in PLS, the dimensionality reduction basically takes
into account the correlation between the explicative vari-
ables and the response. Nevertheless, our obtained results
with PLS have been not significantly different from those
obtained with Principal Component Analysis (PCA) where
dimensionality reduction only deals with explicative vari-
ables. Hence, PCA has been retained for reduction. Using
this technique, the p-dimensional vector x is transformed
into a d-dimensional vector y with d < p.

4.1. Principal Components Analysis
In data processing, PCA is a projection-based tool clas-

sically used to reduce dimensionality. The PCA principle is
to find a d-rank projector that maximizes the dispersion of
the projected data. That writes

Π! = arg max
Π∈Pd

n∑

k=1

(xk − x̄)Π(xk − x̄)T (1)

where Pd denotes the set of d-rank projector on Rp and
where x̄ = n−1

∑n
k=1 xk. The solution of this problem is

given by Π! = UUT where U =
[
u1 · · · ud

]
is the

set of d eigenvectors associated to the d largest eigenvalues
of the empirical covariance matrix R = n−1

∑n
k=1(xk −

x̄)(xk − x̄)T . Once the various directions and the size of
learning images projection subspace determined, training
and testing images were projected on it, allowing thus a di-
mensionality reduction.

4.2. Regression functions
Linear regression

Based on the reduced image y = UT x, the age ! is assumed
to fit the following linear model with linear dependence on
y:

! = β0 + βT
1 y + ε (2)

where β0 ∈ R is a scalar, β1 ∈ Rd and where ε denotes the
model noise which is assumed to be centered. Let us denote
β̂0 and β̂1 the values estimated on the training database us-
ing least square criterion and !̂ = β̂0 + β̂T

1 y the predicted



age value associated to the reduced image y. The age es-
timation performance is evaluated by the Mean Absolute
Error (MAE) defined by:

MAE =
1
n

n∑

k=1

∣∣∣!k − !̂k

∣∣∣ (3)

Quadratic regression

We also considered, as in [4], linear regression model but
with quadratic dependence on y

! = β0 + βT
1 y + βT

2 (y $ y) + ε (4)

where $ is the Kronecker product, β0 ∈ R, β1 ∈ Rd and
β2 ∈ Rd. Again β0, β1 and β2 were estimated on the train-
ing database using least square criterion. Then the predicted
age is given by !̂ = β̂0 + β̂T

1 y + β̂T
2 (y $ y).

4.2.1 Regression Tree

The regression tree [11] yields a M -partition of the explica-
tive variables space Rd in M regions denoted R1, R2, . . . ,
RM corresponding to the M terminal tree nodes, such that
the predicted age of an image y is given by

!̂ =
M∑

m=1

cm1Rm(y) (5)

where 1A is the indicator function of set A and

cm =
∑n

k=1 !k1Rm(yk)∑n
k=1 1Rm(yk)

(6)

At each step, the algorithm performs the binary split of the
region R associated to some node in two sub-regions

Λ1(j, s) = {y ∈ R : yj > s} and Λ2(j, s) = R− Λ1(j, s)
(7)

where yj denotes the j-th component of y and s ∈ R. Then
the splitting variable j, the splitting threshold s and the val-
ues c1 and c2 are obtained by minimization of some impu-
rity criterion as the following least squares criterion [11]

∑

{k:yk∈Λ1(j,s)}

(!k − c1)2 +
∑

{k:yk∈Λ2(j,s)}

(!k − c2)2 (8)

This partitioning is applied to each internal node. The
process continues until each node contains at most a user-
specified number of examples. In our work this number has
been obtained by cross validation. We notice that regression
tree was not yet applied in the field of age estimation.

4.2.2 AdaBoost

AdaBoost is basically used for classification problem. It
is an algorithm for constructing a strong classifier as lin-
ear combination of simple weak classifiers. At each step,
a weak classifier minimizing the training error on the
weighted examples is chosen and the weight distribution
is recalculated by increasing the weights of misclassified
examples and by decreasing the weights of well-classified
examples. Process stops when any new classifier performs
worse than the pure chance. The Adaboost paradigm has
been also considered for regression problem. In [22] the
authors present two algorithms denoted AdaBoost.R2 and
AdaBoost.RT. In AdaBoost.R2, all weights are updated at
each iteration while in AdaBoost.RT the weights are up-
dated according to some threshold, in such a way to empha-
sis on the only examples hard to classify. Moreover, the loss
function of Adaboost.RT is computed using relative error
rather than absolute error, as it is in AdaBoost.R2, making
possible to give enough attention to the examples with low
weights. Despite the fact that AdaBoost.RT is more com-
plex because we need to calibrate the threshold, its main
advantage is that its implementation is easily derived from
that of the AdaBoost binary classifier. In our work the weak
learner is obtained via a PCA by varying the number of prin-
cipal components. The number of possible weak learners is
1000 and the final learner consists of 100 weak learners. We
notice also that these two methods of adaboost for regres-
sion were not yet used for age estimation.

5. Experiments
5.1. Data Base

The database used in this work is the MORPH database
[20]. This is a public database containing 55, 608 face im-
ages of different individuals with resolution of 240 × 200.
These individuals are men and women of different races
(Black, White, Hispanic, Indian, Asian or other), wearing or
not glasses, with or without facial hear. The ages are rang-
ing from 16 to 74 years. To avoid large computational time
consumption, we used only some subsets of the MORPH
database consisting of 5000 images with lower resolution.
We also considered different homogeneity factors as it fol-
lows:

database DB1: 36× 36 heterogeneous images with differ-
ent gender and different races,

database DB2: 65× 60 homogeneous images by selecting
individuals which are male, black, without glasses and
without facial hair,

database DB3: 36 × 36 homogeneous images by select-
ing only individuals which are male, black, without
glasses and without facial hair.



These images are chosen so that the associated age vector
is uniformly distributed through the different age classes.
For training and testing, respectively 4, 000 and 1, 000 im-
ages are used and 5-fold cross-validation is applied. The im-
ages of the homogeneous and heterogeneous database used
to train and test our algorithm are available in [2]

5.2. Age estimation experiments
In this paper we have retained the six following experi-

ments:

Experiment 1: we used database DB1 and divided each
image into 6 × 6 non-overlapping blocks. Each block
was represented by the five largest DCT coefficients.
That gives 5× 6× 6 = 180 DCT coefficients.

Experiment 2: we used database DB1 and divided each
image into 6 × 6 non-overlapping blocks. Each block
was represented by the 30 largest DCT coefficients.
That gives 30× 6× 6 = 1, 080 DCT coefficients.

Experiment 3: we used database DB3 and divided each
image into 6 × 6 non-overlapping blocks. Each block
was represented by the 30 largest DCT coefficients.
That gives 30× 6× 6 = 1, 080 DCT coefficients.

Experiment 4: we used database DB2 and represented
each image by all gray-scale pixels.

Experiment 5: we used database DB2 and represented
each image by 1500 DCT coefficients.

Experiment 6: we used database DB2 and divided each
image into 5×5 non-overlapping blocks. Each block is
represented by 25×13×12 = 3, 900 DCT coefficients.

In figures 1 to 6, associated respectively to experiments
1 to 6, we have reported the MAE as a function of the re-
duced dimension when applying the linear regression. The
plain curve shows the variation of MAE with the number of
principal components on the training database whereas the
dashed curve shows the variation of MAE with the number
of principal components evaluating on the test database.

Table 1 shows the results of applying the regression tree.
Table 2 shows the results of applying AdaBoost.RT and Ad-
aboost.R2. Table 3 summarizes our best result and some
others results from literature [6].

5.3. Discussion
According to the figures 1 and 2, we note that the greater

the number of DCT coefficients is, the more we improve
the results. Indeed, for images divided into 6 × 6 non-
overlapping blocks, the MAE decreases from 9.76 years to
9.15 years when we keep from five to 30 largest DCT coeffi-
cients. As expected, the more we extract information on the

local regions of the image, the best results of discrimination
we achieve.

Figure 3 we have reported the MAE as a function of the
number of PCA components in the same condition as in fig-
ure 2, except that we used now a homogeneous population.
As expected, the homogeneity of the population makes the
estimation more accurate. Indeed we observe that the MAE
decreases from 9.15 years (figure 2) to 8.40 years (figure 3).

Figures 4 and 5, it appears that the DCT on the global
image does not improve the performance compared to the
brute image. We see that the MAE raises from 8.9 years for
images represented by all their pixels (figure 4) to a MAE of
10.30 years for these same images represented by the 1500
largest DCT coefficients (figure 5).

From the figures 5 and 6, we can conclude that local
characteristics are much more discriminative than the global
ones, since the MAE decreases significantly from 10.3 years
(figure 5) to a MAE of 7.61 years for images represented by
all the DCT coefficients of 5× 5 blocks (figure 6).

Tables 1 and 2 we have reported the MAE for the six ex-
periments using respectively regression trees and both Ad-
aBoost.R2 and AdaBoost.RT. We notice that all results are
very close to the results using PCA with linear regression,
whatever the factors involved. Concerning AdaBoost ap-
proach, these results are disappointing if we compare to the
well-known efficiency of AdaBoost classifier. To this aim,
we suggest to investigate other features, such as Haar fea-
tures, successfully used in face detection.

Finally in table 3, we have reported our best results ob-
tained on homogeneous database with 65×60 pixel images,
divided into 5×5 blocks, each one represented with 25 DCT
coefficients. For comparison we have also reported different
published results [6] also tested on the MORPH database.
Even if the protocol used in [6] is not completely specified,
the results may be compared: our approach brings a slight
amelioration, a MAE of 7.61 years, compared to the best
result of AGESlda method with a MAE of 8.07 years [6].

6. Conclusion
In this paper, we have proposed a new framework for au-

tomatic age estimation based on facial images attributes. A
new data representation associated with PCA as a method
for learning low dimensional age manifold was introduced.
The linear regression was investigated for age prediction
based on the learned manifold. From the experimental re-
sults, we conclude that our method is slightly better than the
current state-of-the-art.
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Figure 1. Experiment 1: 36× 36 heterogeneous
images with local transformations. The image
is divided into 6 × 6 non over-lapping blocks.
Each block consists of the 5 largest DCT coef-
ficients. MAE is reported as a function of the
PCA component number.

Figure 2. Experiment 2: 36× 36 heterogeneous
images with local transformations. The image
is divided into 6 × 6 non over-lapping blocks.
Each block consists of the 30 largest DCT co-
efficients. MAE is reported as a function of the
PCA component number.

Figure 3. Experiment 3: 36× 36 homogeneous
images with local transformations. The image
is divided into 6 × 6 non over-lapping blocks.
Each block consists of the 30 largest DCT co-
efficients. MAE is reported as a function of the
PCA component number.

Figure 4. Experiment 4: 65× 60 homogeneous
images with gray levels. The image is repre-
sented by 3, 900 gray-scale pixels. MAE is
reported as a function of the PCA component
number.

Figure 5. Experiment 5: 65× 60 homogeneous
images with global transformations. The fea-
tures are 1, 500 DCT coefficients. MAE is re-
ported as a function of the PCA component
number.

Figure 6. Experiment 6: 65× 60 homogeneous
images with local transformations. The image
is divided into 5 × 5 non over-lapping blocks.
The features are 25×13×12 DCT coefficients.
MAE is reported as a function of the PCA com-
ponent number.


