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Abstract—This paper is an analysis of adaptation techniques experiments are conducted in a lower level language umpusi
for French acoustic models (hidden Markov models). The LVCSR  forced phoneme alignment by Viterbi. This is known as a good
?hnengeF\(])lIJ(ljlu%VthteeC?]Indigﬁg '\;gka‘s’eg/'ogzle;oeor'k'é (ﬂm {‘H‘rge tool for identifying the actual pronunciation [4] contathé
different adaptation methods: Maximum Likelihood a priori the Utterances,(anhC_)UQh the _beS't matching pronum’?'atmm
(ML) , Maximum Likelihood Linear Regression (MLLR) and  be previously listed in the lexicon). The Maximum Likelittbo
Maximum a posteriori (MAP). Experimental results by means of (ML) reestimation is used with two different configurations
word and phoneme error rate indicate that the best adaptation The first updates transitions, means, variances and weights
method depends on the adaptatlon data, and that the_acoustlc (ML tmvw). The second configuration doesn't update the tran-
models performance can be improved by the use of alignments sitions (ML mvw). The Maximurra posteriori (MAP) and The

at phoneme-level and K-Fold Cross Validation (CV). The very i ) e - ’
known K-Fold CV technique will point to the best adaptaton Maximum Linear Likelihood Regression (MLLR) adaptation

technique to follow considering each case of data type. methods are the other tested techniques. It is known that
Keywords-speech recognition;maximum likelihood linear re- HTK'S MAP implementation [4] does not update transition
gression;maximum a priori:k-fold cross validation; probabilities while the means (m), the variances (v) and the
weights (w) are acceptable options. The explanations gheut
I. INTRODUCTION HTK’s implementations are documented in [4]. MLLR is used

The speech recognition systems have faced many cHg-a static two-pass ad'aptation approach, which is dgstribe
lenges. The bigger ones were the hardware capacities far d&fther. A K- Fold CV is used to evaluate the experiments.
processing. Nowadays, the main problem is adaptation to Mere de_:talls about t_h|_s technique will be mtroduced_la’mr i
speaker [1], to the speech type (spontaneous conversati(ﬁ‘f@sec'“o” IV-A. As it is not_ only a matter of adaptation, but
read speech, debates etc), to the channel (microphonéje to@S© to have a good evaluation method, the phone or the word
environment and to the dialect. This work is conducted withligned comparison with references are studied in V-A. The
the CompanionAble Projedt with the aim of acquiring the Section i explains the main fea’;ures of MAP apd_ MLLR
best acoustic models for very specific scenarios. The digect2daptation approaches. The experimental protocol is ibescr
of this work is to find the best adaptation technique ( & Section IV and section V opens a discussion towards the
common research in the area of automatic speech recognitiye! of alignments (recognition output) for the validatiof
e.g. [2]) for the French Acoustic Models (HMM's) trained orsUPervised adaptations, also showing the experimentaltses
ESTER [3] broadcasting news database. The French acoudfi¢ conclusion comes in section VI.
quel; are thg adaptation targets'in this paper. In sedtibe | Il. DATABASES, MODELS AND OBJECTIVES
objective of this work, the acoustic models and all database _ _
used in the experiments are described. Different datakzases ' Nree different types of adaptation databases are employed

tested and the adaptations are supervised. The use of adk-AB| this work: Readings, Interviews and Distress Situations
CV aims to provide more reliable evaluation of the resultee T The ESTER [3] database is recorded on French broadcasting
news and around0 hours were used to train the acoustic

Lhttp:/mww.companionable.net/ models (hidden Markov models composed by monophones
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containing 5 states and 256 mixture components per state). T IV. EXPERIMENTAL PROTOCOL
language model is based on 3-gram probabilities from Iarg@
newspaper data ("Le Monde”) and the dictionary composed of i ] .
65k words. Validation Techniques have two main problems in the
For the adaptation databases, the speakers are non-ndRiern recognition research area: Model selection anmper
French, which permits some analysis on non-native speeBnce validation. This paper aims to validate the perfooan
adaptation. The Speaker Dependent Interviews (SDI) dfécognition accuracy) of adapted acoustic models by gakin
recorded by two non-native speakers (SDIm by one mdféto consideration the transc_rlptlon level of referena.:malled.
speaker and SDIf by one female). The FDE contains FrenthV-A)- A K- Fold CV was implemented. The variable K is

Distress Expressiond recorded by19 native and2 non- equal to 20 to make the experiments, which means that every
native speakers in distress situations. More informatice diMme about 5% of the adaptation data is tested while 95% (the

summarised in table 1. other K- 1 parts) are used for adaptation. The K- Fold CV
technique is commonly used to give more accurate evaluation

Database Utterances Words Speakers SPGEChtType results. K has to be chosen accordingly to the database size

Validation Technique

SDIf 103 521 1 Interview due to the desired computational time issues and the expecte
SDIm 103 521 1 Interview bias for the true error rate.
FDE 2646 10080 21 Distress Exp.

B. Two-Pass MLLR
TABLE |

DATABASE INFORMATION The MLLR adaptation can be supervised (using labeled
adaptation data) or not (labeling adaptation data by reitiogn
before adapting the target). In this work, we used a supsavis
MLLR, with two-pass static adaptation by means of HERest

. MAP versusMLLR (HTK tool) 3. The first one of the two-pass steps builds a
A. MAP global transformation class, while the second pass builds a

The MAP adaptation has a capability of achieving pefmultiple) regression transformation class [4].
formance near to speaker dependent) systems [1]. It uses
effective combination of prior knowledge, i.e. the initrabdel
parameters, and ML estimates obtained on the adaptatiorThe experiments start by analyzing the best forced align-
data [1][5]. The MAP adaptation can also deal with foreigment options. The alignment type will directly affect the
accents where often some phonemes differ a lot from the usolberved results A 20-Fold CV Technique (for the chosen
pronunciation while other phonemes don't [1][5]. The maiforced alignment option) is done for the adapted acoustic
disadvantage of MAP is the large amount of adaptation darpodels. The figure 1 explains how the experiments use a
needed before all phonemes can be updated. This adaptasigpervised K-Fold CV adaptation.
may be hard for those phonemes which do not appear very

V. EXPERIMENTAL RESULTS

frequently in the adaptation database.
D Adaptation data

B. MLLR ,/1\.

Unlike MAP, the MLLR adaptation updates many (or even
all) gaussians at once. One global regression class cangern D(1) || D(2) |~+| D(K) | Divided adaptation data
all gaussians can be used (the fast case of MLLR). The
basic principle is to calculate one or several transforomati
matrices from the adaptation data. Clustering severalgigus
into regression classes that share the same transfornation M(1) || M(2) |---| M(K) |Adapted Models

regression matrix creates the possibility to update even th
not observed parameters (i.e. a parameter that is not @ukerv
will join the group of an observed one, the one which hdgg. 1. Supervised K-Fold CV adaptation. D is the adaptatiatabase, D(k)
nearer acoustic features, and use the same transformaftun) l?éhidﬁé'?aﬂﬁf j;gsit\}a'}fggl e'sirt]hg iiigﬁdtsgoklfﬁ'cpg‘r?%e(]kﬁ i“ssg'%easlt'
MLLR can quickly adapt the acoustic model to new speakergtabase.

environments, channel etc requiring only few adaptaticia.da

One limitation of MLLR is about the foreign accents: Some The 20-Fold CV is used to give the mean of recognition
phonemes will differ a lot from the usual pronunciation andccuracy for the not-adapted (original models trained on
the use of a transformation matrix in the specific regressiG@BSTER corpus) and the adapted acoustic models (with ML,
class of this phoneme may not be appropriated for acquiriM)-LR and MAP options).

better results.
SHERest is the main HTK’s training tool. It performs a singleestimation
2Authors thank ESIGETEL ( http://iwww.esigetel.fr/ ) for piding the of all HMMs, simultaneously. It uses the Forward-Backwamgbaithm to store
French Distress Expressions database. statistics of state occupation, means, variances etc.



A. Forced Alignment Options 5 _

To choose the best language unit level to evaluate ‘=
adaptation, the SDR database is used to do a ML re-estima %
on the ESTER'’s acoustic models. The other databases C(%C
be used to evaluate the forced alignment options too, |
SDR was chosen because it is not as large as FDE and
as short as the SDI. Also, a ML re-estimation should gi
good results with the SDR database, due to the utteranc
repetitions and the sufficient data to cover all the acous
model set. For building the phoneme reference transcrigtic
from _Word reference transcrl_ptlons, the Pro_cedure IS E1‘1‘)':npl|:i . 2. SDR's comparison of error rates after ML re-estimatidth phoneme
The first occurrence of possible pronunciation for each woedword alignment
found in the dictionary is chosen. This makes the reference
files not always compatible with what will be truly spokenrFo
example the Frenchiaisons are spoken in an random moodB. PER 20-Fold Cross Validation

(the speaker sometimes makes theesons, and sometimes it The tests are conducted using the original HMMs trained on
doesn't). This problem could be solved by a manual reviefde ESTER database (Not-Adapted) and the HMMs adapted

EWER
W PER

Testing Folder (K)

of the reference transcriptions. with different techniques (ML, MAP and MLLR).

In this work, the experiments employ an adaptation proadur

of transcriptions which permits to fix some mispronunciasio [l Not-Adapted
(if provided in the lexicon, the best pronunciation can be 557 :m;”;mvp
chosen by HTK’s Viterbi tool), but the reference file constru 501 ML mvw
tion (considering only the first pronunciation on the lexico 457 M MLLR 2-pass

of each word) is not very flexible. This way, the adaptation

is conducted with no problems unlike the evaluation results —
which may be affected by the variability of the lexicon’s
pronunciations for a specific word. At the same time, for eval
uating results with a higher language unit level like wottig,
chance of error is higher in the hypothesis, due to the impact
of the language model probabilities (n-grams) to make the
system fail when putting the phonemes together to compose
the words, even if it recognizes the right phonemes before
word aligning. If an utterance contains “there for” (spoken
fasten as “therefore”, with no short silence interval betwe Fig. 3. Adaptation results for different techniques.
the words), the pronunciation will be “DH EH R F AO

R”, the same for the word “therefore”. Then, the hypothesis The results are shown by means of ti@ folds (results
depends on the language model probabilities for choosingaiided and divided b0, the total fold number) for easier
the recognized output (word aligned) will be “there for” okjsualization. Due to the high variation of the recognition
“therefore”. accuracy results for each part, the mean of the K recognition
The results considering word and phoneme forced alignmegésts is an information more useful than taking only a random
are presented in figure 2. The Phoneme Error Rate(PER)pist which explains the use of K-Fold CV. It can be noticed
used for phoneme alignment and the Word Error Rate(WERm figure 3 that ML has a better impact in the SDR and FDE
is used for the word alignment. The results confirm a bettghtabases than MAP or MLLR. This is explained by the fact
recognition rate for phoneme aligning (PER is lower thaghat the SDR and the FDE have many utterance’s repetitions
WER). It cannot prove that phone alignment is better thqround 5 for SDR and 21 for FDE). For the SD Interview
word alignment for evaluation though. The last column showgatabases , a better accuracy is observed when doing MAP or

the error rate mean of all folds together. The goal is to @@vi MLLR than when doing ML re-estimation.
a more reliable information by the use of the K-Fold CV,

instead of taking just one random fold to validate. Althotigg VI. CONCLUSION

inflexibility of the reference transcriptions at phonemeelgas The use of phoneme’s alignments is recommended for the
described before) the experiments results are given in €havaluation of acoustic models adaptation. It is still betit@n
Error Rates (PER) and should provide good observationstaboansidering, for example, the comparison of two words with
adaptation gains. The PER makes us more independent fribra same pronunciation as being mismatched. The adaptation
the language model probabilities. This is a very good aspenethod should be chosen according to the data available. If
as we assume to analyze only the acoustic model adaptatithe data is sufficient for covering the acoustic space orether

PER (%

SDR SDIf SDIm FDE



are mispronunciations (like in foreign accents), MAP istdéet
With enough statistical information about the acousticcepa
and not too much mispronunciations, MLLR is effective even
with short adaptation data. The K-Fold CV points to the best
technique to use in each case and solves the choice of method
for further adaptation iterations.
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