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ABSTRACT

Wave Dynamic Differential Logic (WDDL) is a hiding coun-
termeasure to thrawt side channel attacks (SCA). It suffers
from a vulnerability called Early Evaluation, i.e. calculating
output before all inputs are valid. This causes delay biases in
WDDL even when synthesized with positive gates. s a con-
sequence, the design can be attacked, although with extra
effort, through side channel. However, WDDL is an appeal-
ing logic since it has already been reported to natively resist
against multiple asymmetric faults. In this article, we sug-
gest a Dual Rail Precharge Logic (DPL), similar to WDDL,
free from early evaluation by design. We demonstrate prac-
tically that the early evaluation accounts for major part of
the leakage. We also provide basic guidelines for designing
such a DPL. This DPL can resist against side channel at-
tacks and fault attacks at the same time. In line with the
current security evaluation methodology, we use differen-
tial power analysis and mutual information to compare the
modified WDDL with the traditional WDDL. To compare
robustness w.r.t security, we conduct a proof-of-concept ex-
periment that compares the two logics with identical imple-
mentations (P&R) apart from the logic style. The sensitive
side channel leakage is reduced by half in the DPL without
the early evaluation flaw.
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1. INTRODUCTION
Cryptographic modules are often used in complex com-

mercial systems to encrypt sensitive data. These crypto-
graphic modules consume a lot of resources as they involve
complex mathematical operations needed to prevent illegit-
imate users from spying, impersonating or altering commu-
nication. As modern cryptographic algorithms are robust
against mathematical cryptanalysis, logical security provided
by cryptography can be jeopardized by observing or per-
turbing the operations on the physical layer. Attacks based
on observing the cryptographic device are known as side-
channel attacks (SCAs, such as the DPA [11]) and the at-
tacks based on perturbation are known as fault injection
attacks (FIA, such as the DFA [3, 17]).

SCAs rely on the physical leakage of the device to gain in-
formation about its internal data. This leakage could be ob-
served in various forms like power consumption, electromag-
netic radiation, timing, sound, etc. On the one hand, such
observation can be done without or with very few changes
in the device environment. On the other hand, DFAs work
when a device produces faulty outputs due to altered state
of the device, that together with nominal outputs, can dis-
close relationships within the secret bits normally concealed
into the hardware. Thus SCA’s obvious advantage is its
furtivity as it is hard to detect. Since they are virtually
impossible to detect, an adequate countermeasure must be
vigilant each time the cryptographic engine is in use. SCAs
are even more effective in FPGAs as the routing is auto-
matic and thus imbalanced. Since FPGAs are being widely
deployed, it is important to secure the implementations on
FPGAs.

On the contrary, the first prerequisite for a DFA to be
successful is to actually modify the device’s state. A detec-
tion strategy can thus be enforced to check for the device
operations’ integrity. Hence a device can be claimed to be
tamper-resistant only if it is protected, at least to some ex-
tent, against both SCA and DFA simultaneously.

Generally countermeasures against SCAs and DFAs are
implemented differently. DFA countermeasures act at the
algorithmic level, usually introducing space or time redun-
dancy in data representation and processing. However, the
effective protection against SCA is more subtle. There is
a need for removal of any source of leakage which could
provide some sensitive information through physical side-
channels. Therefore, a widespread methodology is to use
balanced logic gates along with ad hoc backend steps. As
we know how to resist against DFA before the logic synthesis
and to resist against SCA after synthesis, it is implicitly con-
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sidered obvious that the protection against DFA and SCA
should be built one on top of the other.

Dual-rail precharge logic (DPL) style is a static counter-
measure being widely used against SCAs. The basic idea
behind DPL is to make the activity of a device constant at
all times thus revealing no information in the side channel
leakage. Wave dynamic differential logic (WDDL [26]) is a
kind of DPL style which is compact and separable into true
& false parts. Due to its data hiding property, WDDL pro-
vides evident resistance against SCAs which makes it well
suited for FPGA based designs. In [23, 24], authors intro-
duce a vulnerability in WDDL known as “early evaluation”
(EE). It is because of imbalance caused by early evaluation
that SCAs are possible against WDDL, although with great
difficulty, as demonstrated in [25, 10, 20, 15]. In [21], au-
thors prove that WDDL is natively protected against multi-
ple asymmetric faults, typically caused by global perturba-
tions. This means WDDL can resist, to some extent, both
observation and perturbation attacks. Therefore, it is likely
that if WDDL can be made free from early evaluation, it can
be safely used as a common countermeasure against SCAs
and DFAs. In ASICs the designer has full control over the
design and thus its easier to secure the design. However on
FPGAs the designer has limited control over the routing of
the design and thus needs extra logic to secure the design.
We propose DPL-noEE as the logic to secure FPGA based
designs. Nevertheless, minor optimization of this logic can
make it applicable to ASICs as well.

In another work [7], it is shown that WDDL is weaker
than another EE-free logic (namely SecLib [8]). However,
in these papers, it is hard to tell WDDL is less secure than
EE-free styles because of EE or because of implementation
differences. In this article, we present a method to imple-
ment a variant of WDDL which is free from early evaluation.
We call it as DPL without Early Evaluation (DPL-noEE) in
the text that follows. DPL-noEE is inspired from BCDL, an-
other DPL with synchronization (to remove EE). In BCDL,
there is a global signal to acheive synchronization where as in
DPL-noEE it is in built into the truth tables. The rationale
for DPL-noEE is detailed in section 2.3. We then compare
this logic with a DPL logic similar in construction but prone
to early evaluation. Thus keeping everything else the same
we can compare the influence of early evaluation on a DPL
logic. We call the DPL suffering from early evaluation flaw
is as DPL with Early Evaluation (DPL-EE).

Another traditional countermeasure consists of the intro-
duction of randomness in the computation. However, such
a strategy has many vulnerabilities:

• exploitable non-uniformity [5] in multiplicative mask-
ing in the AES [1];

• glitches occurring on transiently unmasked combina-
tional internal signals [13];

• trivial mask removal [16] in MDPL [18].

We realize a proof-of-concept experiment where targeted
logics are implemented in a similar manner. The two im-
plementations differ only in the logic gate description, hav-
ing exactly the same backend as optimised by the tool. In
FPGA, our chosen technology target, the configuration files
remain the same, but for the LUT masks. Thus, by subsum-
ing the individual issues of robustness against SCA and DFA
into a unique problem, we arrive at an original solution that

is economic in resources because of its duality w.r.t. both
the SCA and the DFA threats. The main objective of this is
study is to demonstrate the effect of early evaluation, which
to our knowledge, has only been studied theoretically before.

The rest of the article is organized as follows. Section 2
presents a detailed description of DPL style with and with-
out EE. In section 3, we describe the implementation de-
tails of the two countermeasures on an AES coprocessor.
Section 4 details the practical evaluation of these counter-
measures using differential power analysis and mutual infor-
mation metric. Finally, conclusions are drawn in section 5.

2. RATIONALEOFTHEPROPOSEDLOGIC

2.1 DPL with Early Evaluation
DPL uses true and false representations of each signal

(I/O of each cell). For a signal a, couple (aT, aF) alternates
between two values:

1. (0, 0) or (1, 1), called NULL0 or NULL1, and desig-
nated as a NULL token, playing the role of spacer,
and

2. (1, 0) or (0, 1), called VALID0 or VALID1, and desig-
nated as a VALID token, carrying the value of a.

To be secure against SCAs, DPL gate should compute
alternately NULL and VALID tokens, with the remarkable
property that only one bit toggles with every transition. A
pair of gates (fF, fT) respects this convention if:

• It propagates the NULL values, i.e., if all the inputs
are NULL, then (fF, fT) is also NULL.

• It propagates the VALID values, i.e., if all the inputs
are VALID, then (fF, fT) is also VALID.

Table 1: Look-up-Table (LuT) masks encoding for 4-
input LuTs implementing the AND function in DPL
with early evaluation

DPL-EE AND_T AND_F

aT aF bT bF CC00 FAFA

0 0 0 0 0

0

0

A
0 0 0 1 0 1

0 0 1 0 0 0

0 0 1 1 0 1

0 1 0 0 0

0

1

F
0 1 0 1 0 1

0 1 1 0 0 1

0 1 1 1 0 1

1 0 0 0 0

C

0

A
1 0 0 1 0 1

1 0 1 0 1 0

1 0 1 1 1 1

1 1 0 0 0

C

1

F
1 1 0 1 0 1

1 1 1 0 1 1

1 1 1 1 1 1

Few DPLs like WDDL have a remarkable property to be
separable, meaning that fF (resp. fT) depends only on the
false (resp. the true) input’s half. In a WDDL cell [26],



one transition per cycle is observed, which is favourable for
a DPA resistant logic style, provided only positive logic is
used (i.e only AND & OR gates). Figure 1 shows the timing
diagram of WDDL AND gate with NULL (precharge phase)
and VALID (evaluation phase) tokens in alternate cycles.
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Figure 1: Timing diagram for a WDDL AND gate.

As shown in figure 2, a WDDL AND gate consists of an
AND gate (G) and a complementary OR gate (G∗, satisfy-

ing G∗(x)
.
= G(x)). For sequential circuits, each flip-flop is

replaced by two pairs of flip-flop. These four flip-flops allow
the precharge wave to propagate through the whole design
as all the gates are positive. In addition, this “trivial” archi-
tecture is definitely resistant to the attack on the flip-flips
(FF) presented in [14] when DPL FFs are shared. It has to
be noted that inverters in WDDL are implemented by cross-
ing the true and false signals of the same variable. In [21],
authors provide a detailed account of CAD flow to convert
a single-rail design in WDDL.
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Figure 2: WDDL building block.

However, several weaknesses have been noticed in WDDL
since it has been introduced. Firstly, when the circuit switches
between two phases, on the way from all NULL to all VALID
values, glitches can occur if the functions (fF, fT) are not
positive [10]. Afterwards, many authors notice concomi-
tantly that the evaluation time depends on the inputs val-
ues [12, 19]. This problem was called as “early propogation
effect” or popularly as “early evaluation”. We design our
DPL-EE on the same grounds as WDDL i.e. it is separable
and propagates NULL & VALID tokens in alternate cycles.
Its truth table is shown in table 1. The encoding mask for an
AND is (CC00, FAFA). In an FPGA, look-up table (LUTs)
are the basic elements. LUTs are ROMs where inputs serve
as addresses. So for a 4-input LUT we have 16 addresses
and the values at these addresses can be determined by a
encoding mask. Most FPGAs LUT have single output. So
the 4-bit input calculates the 1-bit output depending on the
mask.

2.2 Early Evaluation
When a DPL-EE gate enters evaluation phase, input sig-

nals which were forced to ‘0’ acquire their original value. At
this point one of the two complementary gates evaluates to
‘1’. Even though the gates are balanced, valid input sig-
nals can arrive at different times due to difference in logical
path. Since the transition probability of the gate is unity,
the gate will evaluate without waiting for all the signal to
be valid. This causes skew in the circuit further leading
to data-dependant leakage on the power traces. This phe-
nomena is known as early evaluation [23, 12]. Now let us
closely observe table 1. The table shows that for some inputs
(aT , aF , bT , bF ) values like (0,0,0,1), (0,0,1,1) , (0,1,0,0) the
AND F gate evaluate to ’1’. For these values AND F has
evaluated despite the fact that either of a or b is not VALID.
This is indeed logical as an OR gate outputs ’1’ when at least
one of the inputs is ’1’. Thus the DPL AND gate evaluates
early before a and b have acquired a VALID state. Such
phenomena can result in a data dependant leakage.

Another problem is the balancing within the pair, not
the various paths. The imbalance is caused by automatic
place and route. In FPGAs, the delay between the inputs
of a gates is increased when the tool places different logic
optimally. Recently some methods have been suggested to
remove the bias due to place and route [27, 9]. Applying
these techniques, the designer can get rid of the bias caused
by place and route, but the bias caused by early evaluation
exists. If this bias is removed from DPL, it may emerge as a
strong countermeasure against SCAs and DFAs. In the next
section, we propose a method to remove the early evaluation
effect from a DPL cell.

2.3 DPL without Early Evaluation
As stated earlier, if DPL is made early evaluation free

then it can be used as a common countermeasure against
both SCAs and DFAs. To cure DPL of early evaluation, we
implement the truth tables of DPL logic such that it propa-
gates a VALID output only if all the inputs are VALID. This
behavior can be achieved by a purely combinatorial gate, as
depicted in Tab. 2 for an AND gate where the encoding mask
of an AND gate is changed from (CC00, FAFA) to (FC80,
FAE0). Similarly for a DPL OR (T, F) gate the encoding
mask is changed from (FFCC, A0A0) to (FEC0, F8A0). This
implies that an ANDT gate which was previously imple-
mented by an encoding mask CC00 (see table 1) will now be
implemented with an encoding mask FC80(see table 2). By
changing the encoding mask we ensure the overall 4-input
gate is positive.

By changing the encoding mask we ensure the following:

• The gate outputs NULL when the inputs are
NULL or transitional from this value.

• The gate outputs VALID only when all the inputs are
VALID.

• In case of inconsistent values w.r.t. DPL convention,
the gate outputs an arbitrary NULL value.

• The overall 4-input gate is positive.

This logic does not evaluate early by design, and propa-
gates errors: if any input is stuck to NULL or if the input
is out of specifications, then the output always remain to
NULL too. An advantage of DPL-noEE over WDDL is that



Table 2: Look-up-Table (LuT) masks encoding for 4-
input LuTs implementing the AND function in DPL
without early evaluation

DPL-noEE AND_T AND_F Input state in
aT aF bT bF FC80 FAE0 the DPL protocol
0 0 0 0 0

0

0

0

All NULL0
0 0 0 1 0 0 Transitional from NULL0
0 0 1 0 0 0 Transitional from NULL0
0 0 1 1 0 0 Faulty
0 1 0 0 0

8

0

E

Transitional from NULL0
0 1 0 1 0 1 All VALID: (a, b) = (0, 0)
0 1 1 0 0 1 All VALID: (a, b) = (0, 1)
0 1 1 1 1 1 Transitional from NULL1
1 0 0 0 0

C

0

A

Transitional from NULL0
1 0 0 1 0 1 All VALID: (a, b) = (1, 0)
1 0 1 0 1 0 All VALID: (a, b) = (1, 1)
1 0 1 1 1 1 Transitional from NULL1
1 1 0 0 1

F

1

F

Faulty
1 1 0 1 1 1 Transitional from NULL1
1 1 1 0 1 1 Transitional from NULL1
1 1 1 1 1 1 All NULL1

all kind of logic can be used instead of only positive logic
since output is calculated if all inputs are VALID and does
not generate glitches.

Table 3: LuT4 masks for the 2 → 1 function names
in DPL w/ and w/o EE styles.

f(a, b), when (a, b)= DPL-EE DPL-noEE Function

(1, 1) (1, 0) (0, 1) (0, 0) True False True False Name

0 0 0 0 0000 FFFF F880 FEE0 0

0 0 0 1 A0A0 FFCC F8A0 FEC0 a · b

0 0 1 0 C0C0 FFAA F8C0 FEA0 a · b

0 0 1 1 F0F0 FF00 F8E0 FE80 a

0 1 0 0 AA00 FCFC FA80 FCE0 a · b

0 1 0 1 AAAA CCCC FAA0 FCC0 b

0 1 1 0 EAC0 FCA8 FAC0 FCA0 a ⊕ b

0 1 1 1 FAFA CC00 FAE0 FC80 a + b

1 0 0 0 CC00 FAFA FC80 FAE0 a · b

1 0 0 1 ECA0 FAC8 FCA0 FAC0 a ⊕ b

1 0 1 0 CCCC AAAA FCC0 FAA0 b

1 0 1 1 FCFC AA00 FCE0 FA80 a + b

1 1 0 0 FF00 F0F0 FE80 F8E0 a

1 1 0 1 FFAA C0C0 FEA0 F8C0 a + b

1 1 1 0 FFCC A0A0 FEC0 F8A0 a + b

1 1 1 1 FFFF 0000 FEE0 F880 1

For a complex circuit, we need a set of various logic func-
tions in order to achieve an optimised synthesis. Tab. 3, pro-
vides the encoding mask for all non-trivial two input func-
tions synthesized on 4-input LUTs. The table list encoding
masks when a particular function is implemented in DPL-EE
and its equivalent when the same function is implemented
in DPL-noEE. The rows printed in gray correspond either
to trivial functions (those that depend on only one input
variable), that can be implemented as routing in DPL. The
constant functions 0 and 1 are also ruled out because they
do not propagate the precharge, and because they are sim-
plified out by the synthesizer anyway: they should not exist
in the same netlist. These logics as presented are specific
to FPGAs directly targeting the 4 input LUTs rather than
basic gates. In this article we focus on implementation and

evaluation of this logic on FPGAs only.

3. IMPLEMENTATION
Figure 3 shows the architecture of a simple, non protected

AES co-processor. The AES co-processor is designed to have
a parallel architecture. It performs a round of AES in each
clock cycle. The four sub-rounds are SubBytes, ShiftRows,
MixColumns and AddRoundKey. These sub-rounds along
with some multiplexers and key scheduler comprise the dat-
apath. The key scheduler or expander calculates a key for
each round which is then used in the datapath. The Sub-
Bytes & Key Schedule use 16 & 4 Sboxes respectively.
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AddRoundKey Key
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Round
Key

Register

Register

Reset

AES DATAPATH

AES
CONTROLControl

Start
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DataRound

Input
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Figure 3: AES architecture.

We implement an AES coprocessor in the two DPL styles
for evaluation. We start with a RTL model of single-rail AES
coprocessor synthesized using Quartus for EP1S25B672C7

device from Altera Stratix FPGAs as a reference design.
For DPL logic, this coprocessor is synthesized using a li-
brary of all non-trivial two input logic functions. An ASIC
synthesizer is used as it can accept custom libraries unlike
FPGA synthesizers. The output netlist is then treated by
our custom tool vDuplicate to convert single-rail netlist
into dual-rail netlist, using the LUT masks abiding with the
DPL-noEE logic. The DPL design is then connected with
the peripherals and synthesized using Quartus. Once the
synthesis is complete, the routing constraint file (rcf) is ex-
tracted from the design. To obtain a design using DPL-EE
logic as in 2.1 , we change the LUT masks in the previously
obtained dual-rail netlist as in table 3. Again this netlist
is connected to peripherals and synthesized using Quartus.
The routing is constrained by the previously extracted rcf.
We are able to conserve 99.96% of the routing from one DPL
logic to other. Authors would like to specify that no effort
has been put in placing and routing the design. The placing
and routing is automatically done by the FPGA vendor’s
tool. Considering the cost of the design, it is evident that
a design in original WDDL will be smaller than a design
in DPL-noEE. However, in our implementations we force
the DPL-EE design which is also based on the principles of
WDDL to be placed and routed exactly as the DPL-noEE
design. We agree that this is not an optimal implementation
for DPL-EE but can be interesting for observing the effect
of early evaluation. Thus the AES which we implement on



Table 4: DPA results on SBOX 0 for two DPL vari-
ants of AES.

Implementation No. of Traces

SBOX BIT index 0 1 2 3 4 5 6 7

DPL-EE 8314 X1 1340 X 7000 X X X

DPL-noEE X X 1150 X X X X X

Altera Stratix EP1S25B672C7 consumes 14,574 logic ele-
ments. In total, the design containing the AES and other
peripherals consumes 16,451 logic elements i.e. 64% of the
FPGA fabric. The maximal operating frequency achieved
is 19.70 MHz. Finally we have two identical netlist, imple-
menting the same circuit and having the same placement
and routing, differing only in LUT masks. Thus one netlist
has LUT masks which suffer from early evaluation while the
other netlist resists. Such a setup will allow us to demon-
strate the effect of early evaluation.

4. EVALUATIONOFTHEPROPOSEDCOUN-

TERMEASURE

4.1 Using Differential Power Analysis
We analysed the two DPL variants against differential

power analysis. We took power consumption measurements
(traces), using an electromagnetic probe capturing the field
of a leaking capacitor on the back-side of the FPGA core
with a 54855 Infiniium oscilloscope from Agilent Technolo-
gies. In order to reduce acquisition noise, each trace was av-
eraged 64 times. We performed a mono-bit DPA on the first
SBOX of the two WDDL implementations. We could only
perform a mono-bit DPA using the hamming weight model.
The power consumption difference can be exploited on one
bit but cannot be added for multiple bits as in correlation
power analysis on unprotected circuits; indeed, the residual
biases between activity of (0,1) and (1,0) is not consistent
from bit to bit; it is not straightforward which method to
combine them would be suitable.

The performed attack was partially successful. The re-
sults are shown in table 4. We were able to find the right
key of the first SBOX for three bits in DPL-EE implementa-
tion and only one bit in DPL-noEE. Given this data, it can
be said that DPL-noEE implementation provides higher ro-
bustness than DPL-EE. Thus keeping everything constant,
countering early evaluation has improved the robustness of
the design. In the next section, we try to measure the side
channel leakage due to early evaluation, using mutual infor-
mation metric.

4.2 Using Mutual Information
The Mutual Information Metric [4] can be used as a met-

ric to evaluate the amount of information leaked by some
observations [22]. The paper [28] (and more precisely its
third contribution) indeed explains that when two circuits
are evaluated with a relevant partitioning, the MIA is in-
deed suitable to compare them on a fair basis. The principle
idea of this technique is to compute the mutual information

1In this table, X signifies failure of the mounted attack after
40 000 traces.

I(S; O) between two random variables S and O, where S

represents set of sensitive variables used by the target de-
vice and O are the observations measured during compu-
tations of such device. If the value of I(S; O) is high and
depends on a small part of a secret key k0 which does not
change between consecutive encryptions, we should theoret-
ically be able to guess k0 with few observations. The correct
hypothesis on the key corresponds to that with largest value
of I(S; O). Similarly, with a near zero mutual information
value, it should be almost impossible to tell the secret k0

from the other candidates k 6= k0 by analyzing the obser-
vations O. In such way, this mutual information value is a
way to quantify the intrinsic robustness of a cryptographic
device.

The main advantage of mutual information metric lies in
the value of I(S; O) which can be used to compare different
implementations without internal knowledge of the imple-
mentation. For two similar implementations, the one leaking
more information from the side channel during a particular
time instant will generate a higher I(S; O), computed know-
ing the correct key k = k0 than the one leaking less. We use
this technique to compare the two DPL variants of AES
(DPL-EE & DPL-noEE). Incidentally, DPL was also taken
as an example where mutual information performs well in
§6.3 of the MIA original paper [4].
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Figure 4: Comparison of Mutual Information leaked
from an AES protected using DPL-EE and DPL-
noEE.

We correlate the traces, used for DPA, with the output
of the first SBOX (one byte) and calculate the mutual in-
formation knowing the right key. As shown in figure 4, the
mutual information for a DPL-EE is almost twice as that
for DPL-noEE. Since everything else is kept unchanged, the
reduction in leakage is caused by early evaluation. The re-
mainder leakage could be due to technological bias (routing
imbalance of the complementary logic) which is common to
the two implementations. Indeed a detailed analysis of the
floorplan revealed that the leaking bits are routed using long
routing channels. On the other hand, non-leaking bits are
connected to adjacent LUTs thus avoiding routing channels.
Therefore it can be said that imbalanced routing introduce
delays in the circuit exploitable by attackers. Controlling



routing of a design, to our knowledge, is difficult because
the routing algorithms are kept secret by the FPGA vendors.
Nevertheless, some options to control routing are available.
It would be interesting to see what level of balancing could
be acheived using the given routing options.

As already discussed, in DPL, every combinational block
receives input and stores output by a pair of registers in
master-slave mode. If we consider the circuit at various
stages, the connection between a master and a slave is pretty
much balanced as very few wires are used. Similarly, for
the connection between a combinational output and master
register input, the routing is balanced. For the connection
between slave register and input of the combinational part,
the fan out is high. It is at this point (denoted Qf and Qf

in Fig. 2) that the circuit suffers from high imbalance in the
routing of the two circuits. In our analysis, the two circuits
are routed almost identically. 1 Assuming equal leakage due
to routing from both circuits, countering the early evaluation
has alone reduced the leakage by half. Thus early evaluation
is a major flaw in dual-rail logic and countering it could
considerably reduce the leakage.

In figure 4, we see that the leakage is occurring over a pe-
riod of 4 clock cycles. We correlate the traces with the value
of the secret in penultimate round. In DPL, each round is
composed of two clock cycles: precharge and evaluation. For
penultimate round and the ultimate round the data stays in
the circuit for two cycles per round. Since, the last round
does not have MixColumns and the SubBytes is bijective,
therefore a byte in round 9 is correlated to byte in round 10
located at the corresponding spot. This means that if we
observe correlation with a byte in round 9, we should also
observe the correlation in round 10. Hence we see 4 peaks
for precharge and evaluation cycles in round 9 and round
10, in figure 4, for each of the DPL-EE and DPL-noEE.

We wish to illustrate that the leakage put forward by the
MIM indeed opens the door to successful key recovery at-
tacks, and that the attack is easier if the MIM indicator is
high; this means that the MIM value, for any characteriza-
tion (e.g. target bit in a sensitive AES state byte) already in-
dicates the speed of the attack: roughly speaking, the speed
of the attack is related to the MIM value. In corollary, the
different values of the MIM give a precious feedback infor-
mation to the designer: the bits that yield the largest MIM
should indeed be corrected with priority in the design.

We also aim to test the real vulnerability of the flaws iden-
tified in the two designs. To reach this goal, we compare two
attacks: DPA and MIA. The DPA is known to be appropri-
ate if the leakage model is correct, whereas the MIA is both
matching the MIM analysis (both are based on PDF esti-
mation) and more resilient to leakage model imperfections.

Comparing table 4 with figure 5,6, we see that the bits bro-
ken using DPA are the ones leaking in the MIM. Although
this observation seems intuitive and justifies the relevance
of robustness metrics, such as the MIM, we emphasize that,
to our best knowledge, it is the first time a relationship be-
tween the amount of leakage and the speed of an attack is
put forward experimentally. Roughly, lesser the MIM value
of a leaking bit, higher is the number of traces needed for
a successful DPA. On the other hand, bits not leaking in

1More precisely, the routing obtained automatically for AES
DPL-EE has been saved (back-annotated) and reused as a
constraint for the routing of AES DPL-noEE. Quartus re-
ports that 99.96% of constraints has been respected.
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Figure 5: Bitwise leakage of SBOX0 in DPL-EE.
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Figure 6: Bitwise leakage of SBOX0 in DPL-noEE.

MIM are also not broken by DPA. Also in figure 6, bit 2
is leaking much more than the other 7 bits which are leak-
ing almost nothing. A detailed analysis of the post synthe-
sis netlist showed that the synthesizer didn’t respected the
DPL-noEE encoding mask for this bit during the optimisa-
tion process. However the other bits, which we checked were
compliant with the DPL-noEE logic. Thus the unexpected
leakage observed is due to some unwanted optimization by
the tool and imbalanced routing. From a designer point of
view, such information is very important as the designer can
cover the loop holes once known.

Our conclusion is that side-channel techniques based on
information theory (e.g. MIM) and on statistics (e.g. MIA)
can complement well. In our case study, MIM is relevant to
identify the most leaky resources, whereas the DPA is the
most efficient attack once the largest leakage is identified.

4.3 Protection against faults
In [21], N.Selmane et al. have demonstrated that WDDL

is immune against multiple asymmetric faults such as those



caused by setup violations. Basically, the idea is that asym-
metric faults are able to turn any VALID token into a NULL
value. For instance, the fault can induce a mutation from
any VALID to the NULL spacer. The NULL token can prop-
agate until the outputs, being even amplified. However, the
NULL wave propagation acts as an eraser, which means that
the outputs have eventually lost any information about the
faulty values.

In [2] S.Guilley et al. have shown that results obtained
in [21] can be extended to all DPLs. Similarly, DPL-noEE
will not disclose the faulty result in the presence of a setup
violation. Instead, it will propagate the NULL on the fault
fanout, even if a VALID value could have been deduced.
This is the logic behavior of ’X’ in VHDL. We would like
to mention that such construction make the logic resistant
to asymmetrical faults. Symmetrical faults, which are very
difficult to realize, are still a security threat. Such faults can
be resisted using coding techniques. A detailed description
of DPL-noEE resistance against faults can be found in [2]

5. CONCLUSION
In this article, we demonstrate the effect of early eval-

uation which, to our knowledge, was only discussed theo-
retically before. Using mutual information metric we were
able to infer that only removing early evaluation and keep-
ing everything else constant reduces the leakage to half. This
could have been more if we had more control over the FPGA
synthesis and P&R. When using mono-bit DPA on first
SBOX, attacks on 3 bits were successful for a design im-
plemented with DPL-EE, as compared to 1 for DPL-noEE.
Along with this analysis, we also propose a basic technique
to remove early evaluation from DPL. The technique not
only removes the vulnerability but also allows designers to
use non-positive gates for DPL synthesis, which can enable
better optimization. We would like to mention that these
are just the basic guidelines for designing a robust counter-
measure and not the final product.

We would also like to design a proper countermeasure
based on these guidelines and achieve the optimised synthe-
sis, as part of future projects. This will also include more
controlled synthesis avoiding such violations. Another task
would be to reduce the leakage due to technological bias and
imbalanced routing [27, 9, 6] with none or little compromise
with the leakage by early evaluation.
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