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Abstract: The preservation of your identity could become a major
concern. In many situations, you need to claim an identity and this
claim needs to be verified somehow. The technology called biometrics
may help. But, what if a deliberate impostor claims your identity?
Will this forgery be always detected? Biometric identity verification is
imperfect. This paper reviews some of the techniques that a deliberate
impostor could use to defeat a biometric verification system. It focuses
on audio-visual forgeries using voice conversion and face animation. It
also describes identity disguise as a means of falsifying and concealing
one’s identity. The recovery of an identity and cancelable biometrics are
also useful techniques to protect from identity theft. Such techniques
also find useful applications in multimedia.
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1 Introduction

Biometrics comprises techniques to verify the identity of a person. These techniques
rely on physiological and/or behavioral traits. This paper focuses on audio-visual
traits and in particular, on forgeries and disguises of these traits.
In a first part, a review of automatic techniques to transform the voice and the face
of an impostor is examined. Such techniques have not been originally developed
for forgeries and have other applications. For instance, voice conversion is a very
useful tool for the development of new voices in a Text-To-Speech system. Talking-
face applications make use of voice and face transformations. Here, the main
interest resides on the use of such techniques in forgeries which introduce specific
constraints. Some proposals are made for voice conversion and face morphing.
Evaluations of such techniques are discussed.
In a second part, we discuss techniques that could be used by someone who wants
to hide his/her identity. Again, voice conversion and face animation is quite efficient
to disguise one’s identity. We review some of the techniques to detect voice disguise,
which could be used in forensic applications.
Finally, we take a look at ”cancellable biometrics”, a set of techniques that allow
users to renew their biometric templates and models in case these have been stolen
and used by impostors. This is a possible solution to the potential problem of cross
database matching.

2 Audio-visual forgery

The identity of a person is primarily determined visually by his face and audibly by
his voice. These two modalities, i.e. face and voice, are used naturally by people to
recognize each other. They are also employed by many identity recognition systems
to automatically verify or identify humans for commercial, security and legal
applications, including forensics. Audio-visual identity verification is introduced in
[2]. However, altering the features of the face and/or the voice can be effectively used
to trick an audio-visual identity verification system so as to have an impersonator
be accepted as a genuine user.

Audio-visual forgery, or imposture, is the process of modifying both the face and
the voice of an impostor to make them look and sound like those of an authentic
client. It is reasonable to assume that an impostor has knowledge of the audio-
visual recognition system techniques used on one hand, and, on the other hand,
has enough information about the target client (face image, video sequence, voice
recording). It would then be possible to use techniques of voice transformation and
face animation as deliberate imposture methods to defeat the audio-visual system.
Karam et al. [25, 26] propose voice transformation and face animation techniques
to evaluate the effects of deliberate imposture on identity verification systems.

At the audio level, a voice transformation technique may be used. Several
approaches have been proposed in the past decades, often for Multimedia or text-
to-speech applications. State-of-the-art voice transformation algorithms take into
consideration, in addition to the short-term spectra transformation, the pitch and
the prosody of speech. Both short-term and long-term information included in the
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speech signals are processed. The parameters of the short-term voice conversion
function are generally estimated on a large amount of aligned speech from the source
and the target speakers. In addition, state-of-the-art speaker recognition systems
rarely consider long-term features such as prosodic or pitch information. Moreover,
limited amount of client speech, if any, is generally available for training the system.
To cope with those constraints, a voice transformation technique (MixTrans) [25]
has been employed to change the perceived speaker identity of the speech signal of
the impostor to that of the target client. MixTrans requires a limited amount and
not necessarily aligned speech from source and target speakers.

At the visual level, an animation of the impostor face is achieved using a thin-
plate spline warping [25]. Face animation is equally achieved using commercial
animation packages such as CrazyTalk [17]. Abboud et al. [1] proposed appearance-
based lip tracking and cloning on speaking faces as a means of face transformation.

Imposture results indicate an increase in equal error rates from 5.1% to 15.39%
on the performance of the audio-visual verification system, implying a higher
impostor acceptance rate.

The drop in performance observed when applying audio-visual forgery stresses
the need to increase the robustness of the system. The imperfections in the
transformed audio-visual scene may help to detect forgeries. To overcome the
challenges imposed by deliberate imposture on audio-visual identity verification
systems, Bredin et al. in [5, 8, 6, 7] provide a study on the level of audio visual
synchronization as a means of imposture detection, which helps make talking face
authentication robust to deliberate imposture.

Audio-visual identity verification systems and effects of deliberate imposture
are reported within the framework of the BioSecure project [11, 8, 14]. A guide to
biometric reference systems and performance evaluations is provided in [34].

3 Identity disguise

Voice disguise is considered as a deliberated action of the speaker who wants to
falsify or to conceal his identity [33, 32]. A relevant way to mask one’s identity is to
use a simple but efficient disguise. Lots of possibilities are offered to a speaker to
change his voice. In the field of automatic speaker recognition application, one of
the most efficient threats is voice disguise. Based on crime analysis in Germany, it is
noted in [28] that there was “... an overall occurrence of voice disguise in 52 percent
of the cases where the offender used his/her voice and may have expected to have it
recorded during the criminal action. This percentage includes cases of blackmailing,
where the specific percentage was as high as 69 percent.” And in [12] it is noted
that “Disguised speech is typically found in situations in which the criminal thinks
he is being recorded. This situation is very common in cases of kidnapping, a kind
of crime whose incidence has increased considerably in the past years in Brazil.”

This section focuses on four specific non-electronic and deliberated disguises
according to the classification proposed by [37]: High pitched voice, low pitched
voice, covered mouth, and pinched nostrils [32]. An experiment based on a 50
speaker database is proposed. 30 speakers utter the same sentence and those
utterances are used to train the classifiers. 10 speakers utter sentences with a wide
phonetic coverage and are used for development. The remaining speakers are used
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for testing. A set of acoustic features in the speech signal, including the formants F1

and F2, meanF0, minF0, maxF0, 12 MFCC and their first derivatives are extracted
from each speech segment. Different classification techniques are evaluated to
detect disguise: k-nearest neighbours and Support Vector Machine (SVM). Two
different architectures of SVM classifiers fusion have been experimented. The first
architecture consists in a parallel combination of five SVM classifiers as proposed
in Fig. 1(a). The second architecture consists in a hybrid combination of classifiers
as proposed in Fig. 1(b). The level of performance of each classifier is based on the
analysis of ROC (Receiver Operating Characteristic) curve and the criterion linked
to the curve, the Area Under Curve (AUC). The ROC graph is a useful technique
for organizing classifiers and visualizing their performance.

Fig. 2 proposes the results of each classifier between normal voice and a
combined of four disguises composed by the different disguises previously described.
This curve reveals a good level of performance for the parallel fusion architecture
and the SVM classifier with an AUC of 0.79 and 0.78 respectively. The hybrid fusion
architecture presents an AUC of 0.72 and the 5 nearest neighbours an AUC of 0.67.
In the area of forensic speaker recognition it could be interesting to realize a step
of disguise detection as pre-processing in order to avoid directing the investigation
toward unlikely suspects and away from likely ones.

A more sophisticated method to disguise his voice is to use voice conversion
considered as an electronic-deliberated technique. In [28] a proposition of original
voice conversion technique to trick an automatic speaker recognition system is
proposed where a degradation of near than 50% is noticed on the level of
performance after the conversion. Compared to the audio-visual forgery methods,
these methods make use of sufficient aligned data. In [31] three different methods of
voice conversion are compared with the forensic application of imitating a French
politician.

4 Identity Recovery

In addition to voice and face recognition, 3-D face model may be used as a biometrics
modality. It is believed that the animation and disguise of a 3-D face model is
harder than face recognition forgery. In this section we present an algorithm for
constructing a 3-D textured model of a person’s face from two photos. This subject
has been lately studied extensively. The proposed approaches often make use of
a determined number of views and/or strict conditions on how the 2-D views are
taken. Our goal is to obtain a realistic 3-D model from an undetermined number
of photos. From two views, the 3-D model can then be refined.
We present applications of this work in forensic sciences, the aim being to recover the
identity of an individual. Video surveillance produces hours of video data, however
it often lacks quality and, frontal or profile views may not be available in the data.
As mentioned earlier, estimating a 3-D textured model can be a first step in a
robust person identification. Indeed, the frontal view of the model can be compared
to frontal views of other persons making face recognition part of it. Another lead is
the comparison between two 3-D models, for instance by computing 3-D distances
between specific points of the face.
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(a) Parallel classifier fusion

(b) Hybrid classifier fusion

Figure 1 Classification architectures for voice disguise detection
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4.1 3-D face reconstruction methods

In comparison with 2-D face images, 3-D face models have the advantage of
being illumination and pose invariant. This is particularly relevant when handling
changing environments in practical surveillance. Many different approaches tackle
the reconstruction of a 3-D model from one or several 2-D views of a face. Feature
detection plays an important role in the process and directly affects the accuracy
and robustness of the resulting reconstruction. The features can be detected
automatically (which is faster) or manually (which may be more accurate, especially
on low-resolution images). When video sequences are available, the temporal
coherence of the frames is an added bonus in the estimation of the pose. Particular
frames, for instance orthogonal ones, can be extracted from the video when available
[10]. The 3-D model of the face is produced by deformation of a generic 3-D model
or by a combination of several models from a database. The reconstruction can be
the result of an optimization problem [3] or simple deformation of a generic model
from the correspondence between feature points on the 3-D generic model and the
2-D images [30]. Such a 3-D model could also be obtained from a single 2-D image.
Whereas it may suffer from a lack of information compared to other methods using
more than two different views, the use of databases, for instance of eigenhead models
[39], or a statistic model [15], show promising results. Finally, 3-D information could
also be available from 3-D scans. The surface may then be obtained by minimization
of a set of constrained equations [13]. We use a predefined generic 3-D geometric
model which will match the specific face from two or more images by matching
points. The features will be manually selected for more accuracy, especially true for
low-resolution 2-D data. The textures are then retrieved from the 2-D images by
ray tracing. The maps of coordinates and color that are obtained will then be used
together to produce a global smooth surface.

4.2 3-D model from a frontal view and a profile view

After a preliminary step to adjust the characteristics of both photos such as light,
contrast, etc. We outline three main steps:

- retrieving peculiar data, for instance the positions of the eyes, the chin, the
mouth, the nose, the contour of the face, and the ears;

- estimating a geometrical 3-D model of the face;

- texturing this geometrical model.

4.2.1 Retrieving the data

In [30], algorithms are presented to automatically detect facial feature points. In
forensic applications it is not so crucial to automatically detect facial features.
Therefore in our work the user is required to select pairs of matching points. For
each pair, one of the points is taken on the 2-D view (a photo), the other one on a
generic 3-D geometrical model for the same face feature (e.g. the center of one eye)
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(a) Generic model (b) Deformed model

Figure 3 Profile views

4.2.2 Deformed 3-D geometrical model

Following the method described in [10], a deformation matrix is computed for each
view from the pairs of matching 2-D and 3-D points. A RBF (radial-based functions)
model is used, the coefficients or the matrix are the coefficients of the model. A
global deformation matrix, taking into account the two sets of matching pairs, is
then applied to the whole 3-D geometrical generic model to obtain a geometrically
deformed 3-D model of the face, which satisfies both 2-D views.

4.2.3 Textured 3-D model

If geometry already carries essential data about a face, it is far from sufficient to
lead to successful identification, especially if the comparison is visual. Colors must
be retrieved from the photos and applied to the deformed 3-D model. However,
one must be cautious as to how the mapping is done in order to obtain a realistic
rendering. Blending will be an essential step and color data must thus be stored in
a practical way.

In order to build color maps, we resorted to ray tracing. Just interpolating the
3-D coordinates (on the deformed geometrical 3-D model) as well as the color of
the different points (on the photos) manually defined by the user would have been
far too less sufficient. We use a rectangular grid with rays orthogonally projected
onto the deformed 3-D model. The impacts give us the spatial coordinates, the
corresponding position on the grid corresponds to a pixel, or a group of pixels, of the
photo, which gives us the matching colors. The spatial coordinates are normalized
by a spherical projection, and the maps (one map for each spatial coordinate, one
another for the color data) are internally filled by a k-nearest neighbors approach.

The four triplets of maps (one third for a profile view, one another for the frontal
view, the last third for the other profile view simply being the symmetry of the first
one) are then blended together to form four final maps. A frontier is first computed
between the first profile view maps and the frontal view ones, and the frontal view
maps and the second profile view ones. Finally, the maps are smoothed around the
two frontiers. The four final maps give us the textured 3-D model.
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Figure 4 The 12 maps: x,y,z,Color (rows); right profile, frontal, left profile views
(columns)

Figure 5 Blended and smoothed final maps
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Whereas the symmetry of the human face is a general assumption, it may
be partially incorrect. For instance, the hair in the area of the forehead will not
often be symmetric. Therefore there will be discontinuities between the color maps,
maybe even the coordinates maps, in those areas. One solution is to discard the
second profile. The 3-D textured model will be more incomplete but without any
discontinuities. If two profiles (one left, one right) are available, it will be possible
to obtain a more accurate geometric deformed 3-D model. A ray tracing on the
frontal and the two profile views will produce 3 sets of maps. The blending of those
3 sets will generate a correct complete result without discontinuities.

4.3 Conclusions on Identity Recovery from 2-D Images

The proposed method can produce a realistic 3-D textured model of a face from
two photos of the face. Applications in forensic sciences and especially concerning
identification appear very relevant. However, a lack of accuracy concerning the
global dimensions of the face if the profile and frontal views are not available, can
lead to a dilated model, which could hinder visual identification as well as automatic
2-D or 3-D comparison. A more robust approach than the selection of extreme
points for solving this problem may be the use of specific anthropometrical points.
Another drawback of our approach is the selection by the user of points on the
2-D view and 3-D generic model: while it benefits from an increased accuracy, it
also slows the whole process. Finally, although the results obtained with uncovered
faces are convincing, some difficulties with occluded faces may appear. It may be
efficient to detect such difficult zones and discard them (another view bringing the
missing data) or pay particular attention to them, using symmetry or using generic
data for missing patches.

5 Cancelable biometrics

With more and more applications using biometrics, new privacy and security
risks arise. Personal (including biometric) information could be tracked from
one application to another by cross-matching between biometric databases, thus
compromising privacy. A crucial issue is the potential misuse of collected data.
Questions like “What can I do if my biometric data has been stolen or misused?”
require urgent attention not only to reassure users with regards to privacy intrusion
but also to prevent misuse and improve accuracy. Moreover, since standard
biometric templates are permanently associated with an individual, they could not
be used anymore in case they are compromised. Since they cannot be replaced,
they are also inherently non-revocable. This makes “classical” biometric systems
unfit for privacy and security critical applications. Therefore, these major issues of
biometric systems that guarantee the rules of privacy protection should be solved
urgently.

In France, it is the C̈ommission Nationale de l’Informatique et des
Libertés(̈CNIL) organization that guarantees that data privacy laws are applied
to the collection, storage, and use of personal data, by issuing authorizations for
biometrics applications.

Over the last decade, a new innovative multidisciplinary research field has
emerged, that combines biometrics and cryptography, and that has the capability
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Figure 6 3-D textured model, two different views

to guarantee biometric data privacy in an algorithmic way. The resulting innovative
hybrid systems have the following important properties: they confer to biometric
characteristics the needed capabilities of revocability, privacy, and diversity, and
provide cryptographic systems with a strong link to the user through biometrics.

Many solutions, termed as cancelable biometrics, are proposed in order
to overcome the problems of revocability and cross-database matching of
biometrics [35, 36, 18, 27, 38, 4]. These solutions basically involve combination of
some assigned user specific secret with the biometric characteristics. The use of an
assigned secret allows the revocation of the template if the template is compromised.

Kanade et al. [21, 22] proposed a simple shuffling scheme which randomizes the
biometric data with the help of a shuffling key. The data to be shuffled is divided into
blocks and these blocks are rearranged according to the bit values of the shuffling
key. The advantages of this scheme are: (a) possibility of revocability in biometric
systems, (b) improvement in the verification performance (nearly 80% decrease
in equal error rate) because it increases the impostor Hamming distance without
changing the genuine Hamming distance, (c) template diversity, (d) impossibility
of cross-matching and therefore protection of privacy.

There are also a number of systems in the literature with which a long and stable
bit-string can be derived from biometrics [20, 19, 16, 29]. Such systems can also
possess the properties of revocability, template diversity, and privacy protection.

Kanade et al. proposed such key regeneration systems using uni-biometrics
(iris [21]) as well as multi-biometrics (two iris system [23] and multi-modal system
using a combination of iris and face [24]).

Such systems can help if an impostor has stolen the biometric data. In this case,
these systems allow revocation of the compromised template and re-enrollment of
the user with the same biometric data which is not possible with classical biometric
systems.
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6 Conclusions and perspectives

Biometric recognition systems have known important development in the last
decades. We believe that forgeries and disguises are threats to those systems.
Dummy finger and irises can compromise such systems and Audio-visual forgeries
are simple and efficient. We have shown that voice conversion and face animation
technologies can challenge seriously the audio-visual biometric systems even when
limited amount of biometric data are available from either the source of the target
person. A drop that may reach 50% in the performance of such systems is observed.
This makes the audio-visual biometrics non robust to such forgery attacks and limit
its application fields.

We started exploring two solutions to increase the robustness of the existing
biometric systems: 3-D face models and cancelable biometrics. With 3-D face models
constructed from one or several 2-D views of a person, the face recognition becomes
a particular case that uses a distance of likelihood on the frontal view alone.
However, the construction of such models is not trivial and has to overcome a non
controlled measurement of the 2-D views.

Cancelable biometrics is a possible solution to counteract the possibilities of
cross-matching biometric databases. We have proposed key-regeneration systems
based on uni-biometrics and multi-biometrics. Such algorithms allow revocation of
the compromised templates using the same biometric data in case such data have
been stolen. We do believe that the development of this approach will certainly
increase the robustness of biometrics recognition systems to forgeries and disguises.
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