Cedar: An Optimized Solution for P2P Video
Multicast

Elie Gabriel Mora, Claudio Greco,&trice Pesquet-Popescu, Marco Cagnazzo, Joumana Farah

TELECOM-ParisTech, TS department
46 rue Barrault, F-75634 Paris Cedex 13
Paris, FRANCE

{nor a, greco, cagnazzo, pesquet }@ el ecom pari stech. fr
j oumanaf ar ah@isek. edu. | b

Abstract—Video multicast is an important application for P2P  infrastructural changes, as the routers need only to suipor
networks, which can benefit from the load repartitioning and ynicast.
large scale distribution properties they have to offer. In this Peer-to-peer (P2P) networks implement application level

context, the Orchard algorithm was developed in 2007, with an i d theref distribution iruast
aim to build a P2P system meeting video multicast requirements. multicast and can therefore serve as a distribution inias

However, Orchard suffers from a slow overlay construction and a ture for multimedia content. Using P2P to distribute muilti-
potentially high end-to-end delay. In this work, we propose a new media content has been investigated, for instance, witfen t
algorithm that we call Cedar. Based on Orchard, it integrates popular P2P community BitTorrehteading to the apparition

original functionalities to speed-up the tree construction and ; ; ; ;
minimize end-to-end delay. Results showed that Cedar fulfilled of BitTorrent Live Streaming, still under development.

its requirements as the tree construction speed was increased by S€veral issues however limit the deployment of multicast
at least 64%, and the end-to-end delays reduced to a maximum Video streaming on P2P networks. Common problems include

of 5 seconds. freeriding, in which peers do not relay the streams they receive
Index Terms—Distributed algorithms, Multiple description thus limiting the multicast distribution, anchur_n_, in which
coding (MDC), Peer-to-peer (P2P), Application Lever Multicast- high peer arrival and departure rates destabilize the rsyste
ing (ALM), Resource reciprocation. In addition, video streaming can be quite resource consgimin
for users with limited bandwidth.
Within this context, Molet al. developped in 2007 the
Orchard algorithm to deal with these issues [5]. Orchardiuse
Multimedia content distribution has been a widely investa form of tit-for-tat, popular in BitTorrent community [6in
gated topic over the last few years. Traditionally, multiiid®e order to minimize free-riding. It also assumed that a Mdtip
content has been delivered using the client/server paradigdescription Coding technique (MDC) was used to encode the
which is being abandoned as a server alone could not $teeam, in order to guarantee a robust and flexible system [7]
able to handle a large number of clients. Nevertheless, theOrchard builds multicast trees to ensure the video distribu
client/server paradigm is still employeelp., YouTube uses it tion, placing each peer as a relaying node in different trees
for low popularity videos [1]. each corresponding to a description. And although Orchard
Content Distribution Networks (CDNs), are also usednsures that most peers will receive all the descriptidrumes
for distributing multimedia content [2]. They inherit thenot account for connection time (time taken by a peer to be par
client/server model, but they employ multiple servers rinteof all the trees) and end-to-end delays (time taken by a video
connected through a dedicated infrastructure, with the afim stream to travel from the source, down the ALM tree, and up
partitioning the large load [3]. YouTubgfor instance, employs to a particular peer). In addition, Orchard assumes pedrs to
the content distribution networks of Akamai to deliver plapu naturally cooperative, which is not always the case in alifeal
videos to users. scenario. Cooperation can indeed be achieved, providatgath
Nowadays, a new paradigm for multimedia content digroper incentive scheme is producted [8]. Finally, OrcHaild
tribution is emerging: video multicast. In this context,otw to handle pathological topologies in which a node fails fa jo
types of multicast are considered: IP multicast and Appibica the network in a reasonable time. Even though in a theotetica
Level Multicast (ALM). IP multicast takes advantage of thenalysis the incidence of such topologies may be negligible
implementation of multicast functionalities in the networthey must be dealt with when providing a commercial service,
layer, as at these levels the network topology is best known. In this work, we propose a new protocol based on Orchard:
Unfortunately, IP multicast suffers from scaling issued an the Cedar protocol. Cedar implements primitives to achieve
lack of support for higher layers functionalities. It alemuires multi-tree construction abiding by low-latency consttajn
costly infrastructural changes, since the routers aretegiate while handling pathological topologies that may lead to a
IP multicast [4]. ALM is thus favored for its low cost anddenial of service. In addition, even though the actual imple
its simplicity of implementation, which does not requireyanmentation of an incentivation scheme is out of the scope of

I. INTRODUCTION

IWebsite: http://www.youtube.com/ 2Website: http://www.bittorrent.com/



this paper, it relies on such an incentivation scheme, atipw  3) The Redirection deal: Redirections are always based

us to introduce new types of deals which improve availabilit on anExchange. A peer exchanging descriptions may

and average latency. receive a redirection request, upon which — if it accepts —
The rest of this paper is organised as follows: In sec- it redirects its outgoing substream through the requesting

tion Il, we present the Orchard algorithm and its different peer.

functionnalities, while underlining its inherent weakses. In A more detailed explanation and a number of illustrative

section IIl, we describe the proposed functionnalitiesegtith figures can be found in [5].

Orchard, yielding the Cedar algorithm. Then, in section IV,

we present the experiments and results that show the mu@ Evaluation of Orchard

tree construction speed increase and the reduction inend-t

end delays offered by Cedar in comparison with Orchard. WeEVen with the redirection deals and the relaxation offergd b
will conclude this paper with section V while underliningeth the redirections through colored peers, deadlock sitoative

possibilities for future work. still possible, forcing a peer to spend precious time séagch
for collaborators. This results in a slow multi-tree coastion.

This section aims at presenting the basics of the Orcha&gm this lack of flexibility, push peers farther and farther

. . . - away from the Source. A video stream would thus be re-
algorithm. First, we will talk about general primitivesgthwe . . e )
. . : layed through many intermediate peers before arrivingdo it
will see how the different peers collaborate with each oth o . LS
. . . . stination, hence the high end-to-end delays experieimced
to obtain streams. Finally we will present an evaluation ; . L o
rchard. Finally, even if the free-riding problem is miniad

Orchard where we expose its principal weaknesses. . R . . .
P P P in Orchard, it still remains an issue to be adressedaim

deals. A peer should always repay the Source with something,

A. Orchard Basics even if it is not a description.
Orchard assumes that Multiple Description Coding [7] is

used at the encoder side. The technique aims to divide arstrea [1l. PROPOSEDFUNCTIONNALITIES
Into n_1u|_t|ple sub-streams, also called descriptions. Thm!em We have implemented four new functionnalities to acceler-
descriptions a peer downloads, the better the resultingovid

S . NS ate the multi-tree construction and reduce end-to-endydela
quality will be, though only one received description is eglo Transferable Joins, Super Peers, Regirection-to-Exchange
to provide a minimal quality. Note that each description ¢ '

take a completely different route from the others to arrive aﬂansformation, and theSpecial Redirection. The aim was to
. pietely di L route r e others ﬁnject more flexibility in the system to allow a peer to quigkl
a given peer, hence creating multiple distribution treexlie

i o . find peers to collaborate with. Further more, if exchange-
tree corresponding to one description) or multi-tree.

L . redirections loop formations are avoided, and a more hori-
In Orchard, descriptions are designated by colors. Th P

. e Yontal multi-tree configuration is obtained, end-to-enth
Source for instance has all the descriptions, and therefore g ye

. L ill be reduced.
has the color white. In contrast, a peer that joins the systé"r’ﬁ .

has initially no descriptions and is therefore blank. Ndtatt _

the first color obtained by a peer will become its own. Evefy- Transferable Joins

if a peer has more descriptions, it can only distribute the To reduce the free-riding issue in tldein deal, theTrans-

description corresponding to its own color. ferable Joins functionnality forces a peer getting a description

A peer will always try to maintain a neighbor set offrom the source to commit itself to provide this description

m neighbors, selected randomly by a server. In addition, tit another peer upon request. While in Orchard, the number

stores a list of its neighbors’ properties, which includeith of available slots that permitted direct connections to the

respective colors. Hence, a peer knows exactly which neightserver was limited, in Cedar, using theansferable Joins

to ask to obtain a description which it does not already havienctionnality, we always have the same number of free slots
at any time in the system, since a peer that reserves a slot

B. Srikable Deals offers his neighbors a new one to connect to. This effegtivel

The following are the 3 types of deals that a peer can striR§0!ds system saturation.
in order to obtain the different descriptions:

1) TheJoin deal: If a peer has the source as its neighbor, & Superpeers
could try to strike aJoin deal, where it simply asks the Superpeers can be considered as bandwith resourceful proxy
source for a particular description. If the request meesgrvers, delivering connections to other peers. Hencee onc
several conditions, the source will accept and reply witthey have all the descriptions, they can accégin deals
the requested description, without expecting anything {which are usually addressed to the source) and thus deliver
return. This is the only form of free-riding tolerated infree descriptions to the requesting peers. This functilityna
the system. allows to have hierarchical levels of distribution, wherexy

2) The Exchange deal: If two peers have different colorsservers negotiate with the main server or source (top level)
and require each other’s color, they can simply exchangead clients collaborate with those superpeers (bottoml)leve
their descriptions. The resulting model is more representative of the reality of



the topology and can be easily integrated in the framework ct=2.06s t=5.49s
P4P [9]. To avoid free-riding, a peer can give the superpeer

high trust level, increasing the popularity of that superpe

a reputation management system like the one in [10].

C. The Redirection-to-Exchange Transformation s

In Orchard, arExchange could not be redirected more than
once, to avoid redirection chains that implied latencyéases.
However, if a situation occurs where an exchange is redicect
in both ways through the same peer, then we can consid
that the peer getting the redirections is in fagthanging
descriptions with the peers it is getting the descriptiaosnt
The advantage is that those exchanges, by definition, can be (a) Orchard (b) Orchard +Transferable Joins
redirected through other newly joined peers.

C

Figure 1. Final network state. No changes occur after 2.06 [s] in
Orchard and aftet = 5.49 [s] in Orchard +Transferable Joins

D. The Special Redirection

The Special Redirection functionnality forces a peer getting
a certain color through a redirection to ask for the otheoicol t=2.06s t=6.07s
being exchanged to the peer delivering it in tliachange
deal. This reduces considerably the search time for theagant
color. Plus, it will lead to a situation where an exchange is
redirected, in both ways, through the same peer. Consdguent
the combination of this functionnality with theedirection-to- D
Exchange Transformation is extremely efficient in reducing the
multi-tree construction delay as well as the end-to-endydel

IV. EXPERIMENTAL RESULTS

This section aims at evaluating each proposed functiotynali ¢
compared to the original Orchard algorithm. We will show how
the Transferable Joins and theSuper peers functionnalities help (a) Orchard (b) Orchard +Superpeers
avoid system deadlocks, and how fRetirection-to-Exchange
Transformation and the Special Redirection functionnalities
reduce the multi-tree construction and the end-to-endydela

Figure 2.  Final network state. No changes occur after 2.06 [s] in
Orchard and aftet = 6.07 [s] in Orchard +Superpeers

A. Results of the Transferable Joins and Superpeers function-

nality of peers having at least one or exactly two descriptions over

Figure 1 shows the flexibility offered by th&ansferable time. In the first 12 seconds, the performances are comgarabl
Joins functionnality. In this scenario, the server is saturated a since no situation of an exchange being redirected in boyswa
peerC has still not got the green color. No available optionthrough the same peer arises (the peers have not had the time
exist in Orchard, sincé and B have already redirected theiryet to establish the requirégkchange and Redirection deals).
exchanges through. This deadlock situation is resolved using\fterwards however, with the help of tigpecial Redirection
the Transferable Joins functionnality, since in that cas€; can functionnality, the Redirection-to-Exchange Transformation
simply askD for the transfer of itsJoin deal for the green created more opportunities for other peers to get theirrsplo
color. Figure 2 shows the flexibility offered by tiSsperpeers hence the performance gap with the original Orchard prétoco

functionnality. The scenario is the same as in Figure 1. The o o
Furthermore, the flexibility offered by thBedirection-to-

deadlock situation in Orchard is portrayed in Figure 2(agreh ) i SR

peer C does not succeed in getting the green color. This change Transformation and the Special Redirection func-
solved with the Superpeers functionnality implemented, as tionnalities reducgs _the time it talfes a peer to ge_t its first
shown in Figure 2(b) where peeF struck aJoin deal with and second description, as shown in Figure 4 and Figure 4(b)

superpeetrd (as if it was the Source) to get the green color espectively. While in Orchard, the distribution of the @srr
sponding “0 to 1” and the “1 to 2" delays is widespread over

o ) ~ the range of 42 and 58 seconds respectively, with the two
B. Results of the Redirection-To-Exchange and Special Redi-  aforementionned functionnalities, the delays are coimsiceto
rection functionnalities the 0-5 [s] interval. Note that the stemtat 75 [s] represents
As shown in Figure 3(b), the combination of those fundhe peers that never got their first or second description due
tionnalities allows the protocol to maintain a high peregi@ to a deadlock situation.
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Figure 3. Number and percentage of peers having at least an® a@escrip-
tions over time, with and without thiRedirection-to-Exchange Transformation
and theSpecial Redirection functionnalities.

V. CONCLUSION AND FUTURE WORK

Figure 4.
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Transformation and theSpecial Redirection functionnalities.

In this paper, a new algorithm for P2P video multicast waga)
introduced. It enhances the Orchard algorithm with four new

functionnalities that help to avoid deadlock situatioregjuce
free-riding and most importantly reduce multi-tree constr
tion and end-to-end delays as shown by our experiments.

(5]

In the future, we could address another problem in Orchard:
the random selection of neighbors for a peer, which ma¥6]

force it to collaborate with geographically distant peeesde
increasing end-to-end delays. This could be countered

by

implementing some form of Network Awareness, to build agﬂ
overlay network which takes into account the geographical

network topology.
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