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ABSTRACT

Existing broadcast networks can deliver identicahtent to a
large number of users. Broadband networks can eteliv
personalized content to specific users. Hybridveeji tries to use
the best of both types of networks to provide cuited services
to many users. This paper studies the theoretispe@s and
challenges behind the delivery of multimedia contarer hybrid
broadcast broadband networks, including bootstrappi
synchronization and resynchronization. It preseatssolution
based on the use of a global clock which does ®equire
communication across networks and is compatiblé wKisting
technologies. This solution is implemented in atimédia player
and evaluated against two real-world scenarios,ngi®®VB or
FM broadcast networks with a broadband IP netwdhe results
confirm the theoretical approach and show that sbneetuning
in the networks is needed for a tighter synchrdiona

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks: General —Data
communications; C.2.1 [Computer-Communication Networks]:
Network Architecture and DesignDistributed Networks.

General Terms
Algorithms, Experimentation.

Keywords
Broadcast, Broadband, Hybrid Delivery, Multimed&treaming,
Synchronization.

1. INTRODUCTION

Modern multimedia devices are capable of connediingeveral
networks concurrently. Examples of such devicescarmected
TVs with Digital Video Broadcast (DVB) and Internet
capabilities, mobile phones with 3G, WiFi and FMcewing
capabilities. This multiple connectivity opens npessibilities for
multimedia applications, content providers and mekioperators.
New standardization activities have even startethis area, for
example in the Modern Media Transport (MMT) workthim
MPEG. Among the new possibilities, the hybrid detiv of
multimedia content, i.e. the simultaneous use ofeisd
heterogeneous networks, raises some interestingeebes. For
instance, some applications can rely on broadestarks and on
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their good land coverage (e.g. DVB-T or DVB-S) tmyde a
basic service and on additional IP networks to pi®v
enhancement layers to this service. Alternativaiiven the
saturation of 3G/4G networks, operators can leveragisting
broadcast channels to avoid delivering some contentheir

customers via the saturated network. Such hybridetg of the

content can even be used when combining analogdégithl

content. For example, in case of visual and intemcradio

applications as illustrated in [2], the audio comtewhich

represents the major part of the bit rate, candosed from the
analog audio signal of the FM channel.

In this paper, we investigate two scenarios. Thst fscenario
features an audio stream received over a broadeestiog)

channel such as FM radio channels and a visuarsteeich as an
MPEG-4 BIFS stream received over an IP unicast mblahn the

second scenario, we consider an audio/video strealimered

over traditional digital broadcast channels enhdneéth an

additional media stream delivered over an |IP uhiclaannel.

To perform this investigation, we first study tr@ncept of hybrid
delivery in general giving some definitions andhétecture. We
then focus on the specific case of hybrid broadaadtbroadband
delivery and in particular on the following quesiso

e Content matching: how can a client identify andiese
the different streams from different networks?

* Synchronization: how can a client insure a synclzesh
playback of the different streams, given the
characteristics of each network?

* Re-synchronization techniques: how can a clienttrea
when the network conditions change and affect
synchronization?

We try to determine, from a theoretical point adwi if a solution
for the synchronized playback can be found withmguiring
modifications to existing broadcast systems antiaut enslaving
one broadcast or broadband equipment to the offfeen we
confront the theoretical results with practical ddoast networks
for T-DMB (Terrestrial Digital Multimedia Broadcasyg) and
DVB delivery, based on the use of the availableirtgn
information, such as the DVB TDT (Time And Date Teabrom
MPEG2-TS) and RDS (Radio Data System) CT (Clock €lim
field.

The rest of this paper is organized as followstiBe presents
related works in this area. Section 3 gives sonfaitiens and
proposes a description of the problems relatedh® hybrid
delivery of multimedia content. Section 4 pres¢hésmethods we
used to achieve a synchronized presentation in ghlen
scenarios. Section 5 presents the implementatipecés Finally,
Section 6 concludes this paper and proposes futark.



2. RELATED WORKS

There exist multiple previous works in the areafiti-network
content delivery. In [4], Boronat and al. make awmentory of
existing distributed media presentation proposslsefaMay 2008,
with a focus on synchronization issues. They digtish
continuous and event-based synchronizations asasdive and
synthetic (retrieval-based systems such as VideoDemand)
contents. In our work, we rely on this analysis With a focus on
the coupling of broadcast and broadband networkh, the use of
existing delivery formats or protocols such as MPEGS or
MPEG Dynamic Adaptive Streaming over HTTP (DASH).

In [9], Aoki et al. also envisaged the hybrid brbadd broadcast
delivery of audiovisual contents, including the weMPEG-2
TS. They report the problem that current broadaasdtbroadband
encoders do not share their system time clocksovBocome this
limitation, they propose to unify the broadcast awdadband
delivery by using IP on both and by using the saneglia time
stamps on both. In this work, we try to rely as mas possible on
existing technologies and to keep both worlds ietelent.

The work of Biersack and Geyer [3] is related to work as they
study the synchronization issues of distributedastrs. However,
the authors assume a return channel, used to eyehzomtrol

messages, in a manner similar to the RTCP protaeaur work,

we do not rely on the use of the return channebbse in our
broadcast environment, it may not be available.

In [7], the authors propose an algorithm to synaofm® two video
files played by two different clients linked withka-directional
communication based on the hash code of the videour work,
we do not consider synchronization across clientsrather the
synchronization of streams within a client.

In [6], Prarthana et al. defined a way to syncleenmultiple
videos of the same scene based on the audio ffackapproach
is interesting for scenarios where some redundagey.

fingerprints) is added to a stream to help thentlte synchronize
it with other streams. In our work, because of hadth

limitation, we consider this approach not practidéle rely only
on timing information, and as much as possible aistiag

standard information, to achieve synchronization.

More recently, Evensen et al. [1] studied the ufe dybrid

delivery of a single media stream using differeetworks. They
investigated how to segment and schedule the sdgnoérthe

media stream over all the available networks taajutee that the
playback will be possible, with as few interruptoas possible.
Our work is different in the sense that a uniquisvoek is used to
deliver each stream.

As far as we know, there is no previous work foogson the
synchronization, within a client and without retuchannel, of
multiple streams coming from a broadcast netwoik agditional
broadband networks with current broadcast systems.

3. HYBRID DELIVERY SYSTEMS

This section summarizes the three main issues wrathave
identified in the delivery of multimedia content esvmultiple
heterogeneous networks. Our work addresses isswes &
receiver perspective. We start first with some rdéfins and an
architecture proposal to clarify the scope of audg. We then
describe the issues of stream matching, streamhsymization
and how to handle a loss of synchronization.

3.1 Definitions

In this paper, we consider the delivery of M mestieams (m 1
<= i <= M). Each stream can be an elementary stysach as an
audio stream, or a multiplexed stream, such as &EGH2
Transport Stream or a stream of DASH segments basetthe
MP4 file format, or a file on a Web server whichyniee intended
to play at a given time.

We also consider that these streams are delivermdNbnetworks

(n, 1 <=j <= N). A network is defined as a set ofame to

deliver a media stream from the server to the tli€hese means
are made of protocols such as the Real-Time Prb{&DP) or

HTTP and physical mediums such as wired or wirdlieks. The

characteristics of such networks are:

» the throughput,
e theloss ratio,

» the latency, i.e. the difference between the timetach
an element of the media stream is sent by the sende
the time at which it is received by the client,

e the maximum jitter, i.e. the maximum variation bkt
latency.

We consider that two networks are different if trakiaracteristics
are different, even if the protocols or physicaldimens are the
same. Finally, we consider that the M streams afiweted over
the N networks using S serverg, (k<= k <= S).

In the context of this paper, we will consider tkta¢ delivery of
the multimedia content is hybrid if S > 1 or if N1> Indeed, if
S=N=1, all media streams are delivered under thmesa
conditions, so the hybrid term does not apply amttisronization
issues are out of the scope of this paper. Thevatglican be
hybrid if N=1 and S>1, for instance, when two inelegent
servers provide two streams with the same network
characteristics. This still presents some challerigethe client to
present the data synchronously, especially when itial
requests are not simultaneous. In this paper, Wecornsider that
M>1 even if, as described in [1], hybrid delivetyasegies can
also be envisaged with M=1.

3.2 Architecture for the hybrid delivery

Figure 1 - Overall architecture of the hybrid delivery of
multimedia streams

As illustrated in Figure 1, in our work, we assuthat all servers
are independent with respect to the coding of theidia streams
(with the possible exception of scalable streamnsparticular, the
timestamps of media units produced by differenvessr are not
related, e.g. they can start with some differedties. However,



we also assume that each server has a mean to @btammon
clock value (e.g. using GPS, using the Network TiRretocol
(NTP)) and that this clock value is carried usuathpand, within
the media stream.

As described in [4], there are various delays taat affect the
delivery of a single media stream. Some of theydelre due to
the server processing, the network protocols apersaand some
to the player processing. In hybrid delivery siimas, the delay
and jitter of a stream relative to other streams articularly
relevant.

3.3 Bootstrapping

In typical multimedia streaming approaches, aniahibootstrap
phase is needed to locate the streams delivered) @sigiven
protocol. This phase uses either some out-of-bandh-dand
bootstrapping information. For instance, in RTPeatning, an
SDP (Session Description Protocol) description &en used.
Another example is the Program Map Table (PMThiz MPEG-
2 TS format. The hybrid delivery of multimedia stnes as
defined in the previous section follows the sameragch but
with new requirements. In particular, the bootspiag
information should enable the player to locate ipldtresources
from different networks using different locationhsmes. In that
sense, the PMT is not satisfactory. Moreover, thetdirapping
should provide the player with a description ofvelaaster
relationships (if any) [4].

There are several potential formats to expresshtwstrapping
information. For instance, the SDP format couldexéended to
such intent for the slave/master relationship. Theene
description formats such as SVG, HTML 5 or SMIL afeeady
able to reference media streams coming from diffel@cations.
The HTML 5 draft uses eediagroup attribute to indicate to the
browser that different videos shall be synchronizmat without
additional information on master/slave or on sypaoization

specification there is no timing information sentthw this
message. The synchronization is done on a best &ffsis as it
highly depends on the time needed to interpretrithssage by the
application. If one adds timing information insitlee message
packet, this problem can be avoided: accurate sgnctation
between a continuous and a discrete media can foevad. In
DVB, this can be done by filing theventNPT field of a
SreamEvent. Unfortunately, this is not used in the HbbTV
standard, as it would require additional streammeugformation
for each frame.

Another option for the hybrid synchronization isuse a clock
shared by every stream, but independent of thengodiock

generated by each server. Each packet needs &sbeiaed with
a value of this shared clock. In this work, we uaeglobal clock
based on the UTC time. As usual with clock depenidsn one
has to cope with offset problems (also called isererror, due
to a difference between the UTC time availablehto@ncoder and
the absolute Media Time indicated within the strpamd drift

problems (the clocks don’t run at the exact saneedp Figure 2
illustrates both issues. With the approach desdrile this

paragraph, a precise synchronization can theoligtiza achieved
when both the offset and the drift are null. Thet @ this paper
will be based on this later approach.
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Figure 2 - Media Time and UTC clock: insertion erra and

tolerance. The SVG and SMIL languages propose more clock drift

information in this respect with for example tlsgncMaster
attribute or thesyncTolerance attribute. Finally, we can also cite
the MPEG DASH MPD (Media Presentation Description)
language which allows indicating multiple mediaresgntations
from different servers, with default hard syncheation.
However, the format is currently limited to HTTP Ufonly.

3.4 Stream Synchronization

3.4.1 Clock synchronization

We are interested here in inter-stream synchrapizatWhen the
streams are generated by the same source, intamstr
synchronization can be achieved with the insertddnpackets
inside each stream with the same clock informatiort. Each
video or audio packet is then associated with aevaf this clock.
In MPEG-2 TS such a clock is called PCR (Programckl
Reference). It is interesting to point out that fieed PCR value
refers to a precise moment in the media but hasigmfication
outside the media. Therefore this inter-stream Issorization
approach cannot be used if the streams are ddivéne
independent servers.

In order to achieve inter-stream synchronizaticevesal other
options are also possible. For instance, the HbbfEvidard [11],
which deals with some hybrid content from broadecasd from
broadband networks, relies on events to synchrahiéroadcast
media data (audio/video) with the broadband HTMABcript
data. The synchronization here is done with a fipeciessage
inserted inside the broadcast stream. In the curktbTV

3.4.2 Playback procedure

Let us assume the bootstrapping phase providdsdhgon of all
the streams at the same time (i.e. one streant issed to provide
the location of the others). Because of the latenfyeach
network, it is unlikely that media units from alteams associated
with the same UTC time will arrive at the same tirAddso the
mapping between the stream timing and the hybridng may
not be known at that time. However the client ipepted to start
the playback as fast as possible to achieve the duedity of
experience for the user. Therefore, some compleybpgick
procedure might be needed.

\l *12:‘00 12:‘01 12‘:0 12:‘0 12:‘04%
| A | | x (receiver side)
)

.
Clock_offset_1
Presentation H

)
.
.

Time X i ' Stream 1
| I I I ’ I >
| I I I I ' I

Media /(\r/\ Medja Medja Clockﬁaffsetﬁz Medja
Unit (SRR Unit Unit ' Unit
Time=X K&L/\)/ Time= Time= ' Time=
ime= 12:00 X+1 X+2 H X+3
:
.
Presentation :
TimeY | | A Stream 2
h -
‘ I I I T >
" -
Media Media \ “} Media
Unit nit. Unit
Time=Y Time= Y Time=
Y+1 12:02 Y42

Figure 3 — Clock relationships for a 2-stream hybiil content



Let us assume the client plays a 2-stream hybmidetd as shown
in Figure 3. Stream 1 will deliver a first globallG clock value
after some time. At that time, the client computiek_offset_1.
Similarly, the client can compute clock_offset_2eR, the client
has several choices:

« If clock_offset_1=clock_offset 2, both streams are
already synchronized, it can start or continue the
playback;

¢ |If clock_offset_1>clock_offset_2, the content afestm
2 arrives before the content of Stream 1. Dependm
several factors (bootstrapping information, delver
protocols, playback policy...), the player can dedide
pause and buffer stream 2 and wait for stream 4 tat
arrive. It can also decide to fetch data from strdain
the future. For example, with the RTSP protocol, a
PLAY request with a range attribute in the futuaa be
used. Using the DASH approach, if the content leanb
produced with some latency compared to live, andef

segments are not too large, the player may request

segments in the future.

3.5 Stream Re-Synchronization
Re-synchronization happens when the synchronizatfianstream
is lost despite basic or preventive control techafgas defined in
[4]. For instance, the buffer associated to a streay underflow
in the following cases: if network conditions haversened; or if
the latency was underestimated. In such a caseliém may:

1. Keep playing the streams which have sufficient énef
data. The late packets for the underflowed streaag m
be:

a. Played late, losing synchronization for some
time, potentially adjusting the playback speed
when possible (e.g. increasing/reducing audio
silence duration) to recover;

b. Skipped, in the hope that future packets will
arrive before their playback deadlines.

2. Pause the playback and wait for the underfloweshstr
buffer to be sufficiently filled to resume.

In all cases, the player may adapt its buffer negments or try to
prefetch data. Such behavior can be decided atptager's

convenience or according to the information madslable at the
bootstrap.

4. PROPOSED SOLUTIONS

4.1 General considerations

As explained in 3.4.1, for all scenarios, we ratytbbe existence of
an association of each packet of each stream wglolzal UTC

time. In the context of MPEG-2 TS, the DVB TDT (Ténand

Date Table) construct already enables the carrisfiga UTC

clock. It is a good candidate for enabling hybiyachronization,
but has several problems:

e The time provided in the TDT is not related to sfiec
video or audio frames. It is in general used tovigl®
end-user timing for electronic program guides;

« TDT packets are not sent very often;

into the MPEG-2 TS, as described in Figure 2. For
instance, for a typical 24.8 Mbptansport stream, the
insertion of the TS packet carrying the TDA) €an be
adjusted by steps of approximately|&Q

e The TDT time may drift compared to the PCR clock as
shown also on Figure 2.

The rest of this section will evaluate these profdeon the
specific scenarios.

4.2 Synchronizing broadcast FM audio and
IP MPEG-2 TS visual content

Radio Station

@ Audio ComponentFMIRDS%

FM/RDS Encoder

FM/RDS

Broadcasting
Equipment

Visual
Component

Broadband
Network

Internet Server

Figure 4 - Architecture of a hybrid delivery systemfor audio
FM and visual IP content

For this scenario, we use the system describedgaré- 4. The
radio station produces the audio and visual costeéogether,
synchronously. The audio content is transmittecrioFM/RDS
encoder which encodes and modulates the audiolsignuathe
Radio Data System (RDS}ata. The visual content is delivered
by an Internet server (HTTP, Icecast, or RTP) ia fibrm of an
MPEG-2 TS stream, for instance according to the MBD
standard.

In this system, we can rely on the ability of theli@ channel to
transport the bootstrapping information. Indeedhsimdormation
can be transported for example within a RDS strectalled
ODA. These data are sent periodically at a lowdti (typically a
few bytes every second). However, since the FMstrassion is
prone to errors, the location of the secondaryasteeis only
known after some, possibly long, period of timeefiéfore, the
bootstrapping phase is as follows. The audio cHaarsetup first,
and only after some time, the second stream cafetbbed and
the synchronization can be achieved, as described.4.2.
However, one can imagine that the location of theasn will not
change very often and in most cases, the bootstfapmation
could be cached.

In terms of synchronization, the audio channel quically
transports RDS data. Within this data, a UTC Claake field
(CT) transmits the time at which the RDS data wasoded. In
our system, this UTC clock value is compared to g clock
value inserted in the MPEG-2 TS visual content. Ri¥S clock
has the following characteristics which may impact
synchronization. In an error-free environment, RI®S standard
specifies the CT field is retrieved approximatelery minute
with 100 ms accuracy. Additionally, the RDS closkcomputed
and inserted in the FM stream either in the raditian (at the
same moment as the audio content is generated) othe
broadcasting antenna. This latter case introduaes offset

e The TDT time expresses a time in seconds and its 1 http:/Awww. digitalbitrate.com

accuracy is therefore highly dependent on its tiewer

2 http://en.wikipedia.org/wiki/Radio_Data_System



between the actual audio content generation timd #s

associated clock value. This offset correspondshéodelay to
deliver the audio between the station and the aatertt is

supposed to be constant over time. For the Freraih tarritory,

such delay can reach a value as high as 750 mbarma great
impact on the hybrid synchronization as we desdribe3.4.1. In

this work, we assume that such delay can be m#ighy a prior
calibration of the network by the operator.

In total, this means that hybrid synchronized pkb cannot
occur until:a) the location of the MPEG-2 TS is retrieved (from
no time if cached, to some minutes, if not cachédlthe RDS
time is retrieved (>1 min)g) the MPEG-2 TS TDT time is
retrieved; d) enough MPEG-2 TS data is retrieved to fill the
buffer and mitigate the jitter on the IP network.

In order to evaluate c) and the associated drigthave measured
the insertion of the TDT in a live DMB stream proéd by a
commercial encoder. The results are shown in reeigare 5 for
a 5-hour-long trace and shows that the inter-drtivae of TDT
packets (expressed in PCR time) is roughly constamund 1
second. Therefore, c) can be neglected compared to
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Figure 5 — TDT/PCR drift in commercial T-DMB content

Figure 5 also shows in blue that the differencevben the time
carried in a TDT packet and the PCR value assatitdethis
packet suffers from a drift, roughly a second (sh@s the right
ordinate values between 23195.8 and 23196.8) kstlgavever
corrected every 1000 PCR seconds as displayed scissh.
Therefore, if we add the mis-accuracy of the RD%et{(100 ms),
the uncertainty of the insertion of the TDT c) whis neglected
compared to b) (0 ms) and the drift of the TDT wigspect to the
PCR (1000 ms), we might end up with more than &dosd of
synchronization error. Such value cannot enablactueve any
augmented scenario  (audio  dub,
interactivity), which usually require less than 1080 ms [10],

but is enough for many interactive services. Howgeifeprecise

TDT insertion was achieved, we could reach 100 ms
synchronization, which would be sufficient for magiplications.

4.3 Synchronizing broadcast MPEG-2 TS and
IP MPEG-2 TS content

For this scenario, we use the system describedgaré-6. The
top part of the figure represents a typical promuébroadcast
chain for digital television contents. The bootstréor this
scenario relies on the MPEG DASH MPD.

hard-synchronization

Content
Producer

MPEG-2 TS MPEG-2 TS
PCR, PCR, MPEG-2 TS
PCR:

Statistical
Multiplexer

Broadcasting
Equipment

PCR;
MPEG-2 TS
MPEG-2 TS Broadband PCR; b
PCR;, Network

Internet Server

Figure 6 - Architecture of a hybrid broadcast MPEG2 TS
and broadband content

A content producer produces a (single program) MREGS
content that is delivered to two entities. The mairdio/video
MPEG-2 TS content is delivered to a multiplexer roected to
broadcasting equipments (terrestrial network, Bigel..). Some
additional content, such as an extra view for st&repic services,
is delivered to an Internet server. The multiplexdt typically
decode, encode and multiplex the different souritge an
MPEG-2 TS content, and the PCR timing informatioill \we
rewritten in the process. Hence, even if the tweashs created by
the content producer share common PCR values lipjtithe
client will receive data which do not have the saiméng.

Therefore, in such a system, we propose to usedhe TDT-
based approach (as in 4.2) when the IP contentased on
MPEG-2 TS. Similar solutions can be achieved witR4vbased
content (DASH) by using the NTP timestamp carrieihiw
DASH segments (ProducerReferenceTime boxes). RTiRede
can also use the NTP timing. As explained for thevious
scenario, the TDT-based approach relies on thegeréasertion
of the TDT here in both MPEG-2 TS. We measurednitreal
DVB-T content. The results are shown in Figuret&hlows that
the inter-arrival between two TDT is rather constamt long (25
seconds). We also see that the difference betwhentime
expressed in the TDT and the PCR time of the TDdkeais not
constant. The difference varies within a 2 secorawge. This
shows that in a scenario of hybrid delivery of DW¥Bbased
MPEG-2 TS content on both broadband and broadetstorks,
we could have a mis-synchronization in the ordet séconds.
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5. IMPLEMENTATION

To validate the theoretical aspects of the ideapgsed in 4, we
created a test sequence and modified the impletrmmtaf the
GPAC player [2] as described in this section.



5.1 Test sequences

As a basis for both scenarios detailed in 4.2 aBdwe used a
sequence similar to the bipbop Apple sequ&nbet for PAL
configuration with 25 fps and 1 second intervallmsn beeps.

For the first scenario, we filtered the audio elatagy stream out
of the MPEG-2 TS segments, and kept only the vateeam. For
the FM content, we generate a raw audio streana/lyjoon the
client, which contains an audio beep every seconthatch the
bipbop video timer.

For the second scenario, we used the bipbop vidgoMPEG-2

TS and the bipbop audio-only MPEG-2 TS located wb t
different HTTP servers. We used a PCR in the twosir8ams
and added a random offset to all PCR/PTS/DTS vabnesne of
them.

5.2 Player implementation
In order to play a hybrid delivered content, we badnodify the
GPAC player in several ways.

First, we added a new module to implement the iaqiging
method. This module is in charge of analyzing ornictvimetwork
the request shall be made and to send the addeegbet
downloader module corresponding to the appropnateork. We
also added the possibility to the GPAC player teeha download
entity per network (or more exactly per group ire tBASH
MPD).

Then, we had to modify the player to handle syncization

issues. In most common MPEG-2 TS player, the dyspfeevery
audio or video frame is synchronized with the P@étlc carried
inside the multiplex. As said previously, in cadetwo hybrid

delivered MPEG-2 TS, the clock of every media soatnslaved
to a common TDT clock. We implemented a mappinB©GR and
TDT using a method of the player already used witle

RTP/RTSP/RTCP protocol. Indeed, the use of randfisets for

timestamps in RTP packets forces the player to perfe

timestamps to the media time. This is done once ROCRTSP
messages providing correspondence between theifirsstamps
and the media time are received. The only diffegeles in the
fact that in RTP, one can buffer or skip the pagkaitil the first
RTSP/RTCP message is received. In the FM/TS or $/dse,
the player cannot buffer for such a long time (agltmin using
the FM Clock Time clock) until all inter-stream cls are
received. It either has to drop the packets utitimappings are
received on all streams, or it can play some str@agi FM only)
until the mapping of time is known on other streafisis case
shows the importance of knowing which stream, if,ais the
master.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we defined the concept of hybridivdey. We
presented the different related issues:
synchronization and resynchronization. We propossine
solutions for the synchronized playback of hybridlivered
streams in two different scenarios, mixing broatcasd
broadband delivery, without return channel and veitfocus on
the client behavior. These solutions are basedhenuse of a
global UTC time carried in-band in all networks. Weesented
the modifications made to the GPAC player to imm@amthese
solutions. We showed that theoretically it enablése
synchronized playback with practical usages, bt tim real

3 http://devimages.apple.com/iphone/samples/bipbdybal

bootstnappi

networks, it highly depends on the care with whith UTC time
is inserted in the stream. In future works, we glamvaluate the
consequences of the modifications of the differemtwork

conditions (latency, jitter). The implementation afmodule for
the FM/RDS reception on the Samsung’s Galaxy S2nhehs

ongoing and should provide more concrete resultseah FM

networks.
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