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Abstract

Given a finite set X and a collection II of linear orders defined on X, computing
a median linear order (Condorcet-Kemeny’s problem) consists in determining a
linear order minimizing the remoteness from II. This remoteness is based on the
symmetric distance, and measures the number of disagreements between O and II.
In the context of voting theory, X can be considered as a set of candidates and
the linear orders of II as the preferences of voters, while a linear order minimizing
the remoteness from II can be adopted as the collective ranking of the candidates
with respect to the voters’ opinions. This paper studies the complexity of this
problem and of several variants of it: computing a median order, computing a
winner according to this method, checking that a given candidate is a winner and
so on. We try to locate these problems inside the polynomial hierarchy.
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1 Introduction

In an election, assume that we are given a finite set X of n candidates and
a collection (or multi-set) II = (01, O, ..., O,,), called a profile, of the prefer-
ences O; of m voters (1 < i < m) who want to rank the n candidates. Assume
moreover that the individual preferences O; (1 < i < m) of the m voters are
linear orders over X. Note that the linear orders involved in the profile may
be the same: two different voters may share the same preference. In order to
aggregate these m linear orders into a linear order which can be considered
as the collective ranking, Condorcet [8] suggested to compute, for each pair
of candidates x,y (with x # y), the number m,, of voters who prefer = to y
and the number m,, of voters who prefer y to . Then x is collectively pre-
ferred to y if we have mg,, > m,,. Unfortunately, as pointed out by Condorcet
himself, the relation thus defined does not necessarily provide a linear order.
More precisely (see the example below), a majority may prefer a candidate x
to another candidate y, another majority may prefer y to a third candidate z,
and still another majority may prefer z to x. This is the well-known ”voting
paradox” or also ”Condorcet effect” [12].

When such a situation occurs, one possibility to define the collective pref-
erence consists in computing a linear order which summarizes the individual
preferences as well as possible, more precisely which minimizes the number of
disagreements with respect to I (see below). A linear order minimizing this
number of disagreements is called a median linear order [3], or sometimes a
Kemeny order (though the problem considered by Kemeny deals in fact with
complete preorders, see [18]). The candidate who beats the other candidates
in such a median order will be called a winner in the following.

The problem that we consider here consists in studying the complexity
of computing such a median order or such a winner. The studied problems
are more precisely defined in Section 3, after some definitions and notation
specified in Section 2. The complexity results are summarized, without their
proofs, in Section 4.

2 Definitions and notation

2.1 Symmetric difference distance, remoteness, median order

Let X be a finite set. If R is a binary relation defined on X and if z and y are
two elements of X, we write xRy if x is in relation with y with respect to R.
Let R and S be two binary relations defined on X. The symmetric difference
distance p(R,S) between R and S is defined by, where A denotes the usual



O. Hudry / Electronic Notes in Discrete Mathematics 42 (2013) 57-64 59

symmetric difference between sets:
I(R,S) =|RAS|,
ie.
§(R,S) = [{(z,y) € X*s.t. [vRy and not 2Sy] or [not xRy and xSy]}|.

This distance, which owns good axiomatic properties (see [2]), measures
the number of disagreements between R and S. From this distance, we may

define a remoteness p between the profile Il = (O, Os, ..., O,,) and any linear
order O defined on X by:

m

p(IL,O) = > 5(0;,0).

i=1

Thus p(II, O) measures the total number of disagreements between II and O.
A median linear order of Il is a linear order O* which minimizes the remoteness
from II:

I1.O*) = mj II
p(I1, 0%) Og;;&)p( ,0),

where ©(X) denotes the set of all the linear orders defined on X; p(II) will
denote this minimum value:

p(IT) = omin p(I1, 0).

2.2 Complexity classes

As it is usual, we will distinguish between decision problems (i.e. problems
for which a question is set of which the answer is “yes” or “no”) and the
other types of problems (as optimization problems or search problems). The
usual classes P and NP are assumed to be known, as well as the concept of
NP-complete or NP-hard problems (see for instance [11] for their definitions).
The class PN or P(NP), or ALY (or simply Ay) contains the decision prob-
lems which can be solved by applying, with a polynomial (with respect to
the size of the instance) number of calls, a subprogram able to solve an ap-
propriate problem belonging to NP (usually, an N P-complete problem). In
other words, PV* contains the decision problems P such that there exists a
problem Q belonging to NP with P <r O, where <7 denotes the Turing
transformation. Such a problem P is sometimes called N P-easy (though it
can be N P-hard as well; a problem which is simultaneously N P-easy and
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N P-hard is said to be N P-equivalent: this means that the complexity of an
N P-equivalent problem is the same, up to some polynomials, as the complex-
ity of N P-complete problems). This class is usually considered as the first
step of the polynomial hierarchy above NP and co-NP (with this respect,
the notation A, is more usual when dealing with this polynomial hierarchy;
anyway, we shall keep the notation PV* more informative and of which the
meaning is easier to memorize). Indeed, PN* contains NP obviously as well
as the class co-NP: NPUco-NP € PNP. Tt also contains the class LV, also
denoted by ©f, which contains the decision problems that can be solved by
applying, a logarithmic (still with respect to the size of the instance) number
of times, a subprogram able to solve an appropriate problem belonging to N P
(usually, an N P-complete problem). This class contains the classes NP and
co-NP and is contained in the class PNP. It also contains the class PNPI
that we shall note 1V in the sequel for the homogeneity of the notation, of the
problems that can be solved by applying once a subprogram able to solve an
appropriate problem belonging to NP (usually, an N P-complete problem);
note that 1V* contains NP and co-NP. All in all, we have the following
inclusions: NPUco-NP C 1N? C [NP C pNP,

For the problems which are not decision problems (sometimes called ” func-
tion problems”), we generalize these classes by adding "F” in front of their
names (see [17]). For example, the class F PV or FAL (respectively the class
FLNT) contains the optimization problems and the search problems which
can be solved by the application of a subprogram able to solve an appropriate
problem belonging to NP a polynomial (respectively logarithmic) number of
times.

3 Complexity results

We may now specify the problems that we consider and the complexity results
related to them.

The NP-hardness of the computation of a median linear order of a profile
of linear orders has been known for a long time if m is assumed to be large
enough with respect to n (see for instance [4], [14], [15]; more generally, see also
[7]). More precisely, the decision problem associated with the computation of
p(II) is NP-complete. More recently, C. Dwork et alii [10] have shown that
the computation of a median linear order remains NP-hard if m is equal to 4
(hence we deduce easily that it is NP-hard for all given even number m with
m > 4; on the other hand, the problem is polynomial for m = 2, see [7]; the
complexity for m odd and small is unknown). Moreover, E. Hemaspaandra et



O. Hudry / Electronic Notes in Discrete Mathematics 42 (2013) 57-64 61

alii [13] have also been interested in the complexity of the problem consisting
in verifying whether a given candidate is a winner (see below).

We now pay attention to the complexity of the following seven problems,
related to the aggregation of the profile of linear orders into a median linear
order:

PROBLEM (F;). Given a profile IT = (O4, O, ..., O,,) of linear orders, com-
pute the value of p(II).

PROBLEM (P,). Given a profile IT = (Oy, Os, ..., O,,) of linear orders, com-
pute a median order O*(1I) of II.

PROBLEM (P3). Given a profile IT = (O4, O, ..., O,,) of linear orders, com-
pute all the median order O*(II) of II.

PROBLEM (Fy). Given a profile IT = (O1, O, ..., O,,) of linear orders, com-
pute a of II.

PROBLEM (Ps). Given a profile IT = (Oy, Os, ..., O,,) of linear orders, com-
pute all the winners of II.

PROBLEM (Fs). Given a profile Il = (Oy, Os, ..., O,,) of linear orders and an
element z of X, determine whether x is a winner of II.

PROBLEM (P;). Given a profile Il = (Oy, O, ..., O,,) of linear orders and a
linear order O, determine whether O is a median linear order of II.

To study the complexity of these problems, we use the NP-hardness of
Slater’s problem, which can be stated as follows [19]:

SLATER’S PROBLEM. Given a profile Il containing only one tournament
defined on X, compute a median linear order of II.

Slater’s problem is known to be NP-hard (see [1], [5], [9], [16]). From this
NP-hardness, we may draw the following theorems:
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THEOREM 1. Problems (P) to (Fs) are NP-hard.

Note that P; is not known to be NP-hard. More precisely, we may show
that P; belongs to co-N P, but is not known to be co-N P-complete:

THEOREM 2. Problems (P7) belongs to co-NP.

Under the usual hypothesis, i.e. P # NP, Theorem 1 shows that the
exact resolution of Problems (P;) to (Fg) requires an exponential time. In
other words, it provides a lower bound of the complexity of Problems (P;) to
(Ps). Theorem 3 provides an upper bound of this complexity:

THEOREM 3. Problems (P), (P,), (P4), (P5) belong to FPY”. Problem
(Ps) belongs to LNP.

Note that E. Hemaspaandra et alii studied the complexity of Problem (Fy)
in [13]: they prove that (Ps) is L¥P-complete. In other words, (Ps) belongs
to LN? and, inside this class, it belongs to the most difficult problems (in the
usual meaning of complexity theory). This result incites to state the following
conjectures:

CONJECTURES. Problems (P)), (P,), (Py), (P5) are FPNP-complete; (Pr)
is co-N P-complete.

For Problem (P;), note that there are some cases with m even for which
the number of median linear orders is equal to n!: in other words, all the linear
orders defined on X are median. When m is odd, the maximum number of
median linear orders is not known precisely, but we know (see [6], [7], [20])
that, when n is a power of 3, it lies between exp['%2(3n — 2loggn — 3)] and

any/(n)n! .
#, where « is a constant.
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