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Introduction

Breast density has been defined as an important risk factor for the development of breast cancer \cite{1} but the mechanisms of the impact on breast cancer development remain unsolved. One of the main discussions is the definition of breast density. Traditionally breast density is derived by dividing the area of the fibroglandular tissue in the image by the area of the total breast. From a physics point of view the ratio of volumes is a much more representative measure of the dense tissue in the breast. We evaluate the sensitivity of a method that computes the ratio of the volume of the fibroglandular tissue by the volume of the total breast from mammography projection images via a calibration procedure of the imaging system with breast phantom material and acquisition parameters of the image. The method was tested on phantoms with known density and thickness.

Methods and materials

The model of the breast density computation from mammographic images was developed for a Senographe Essential (GE, Chalfont, UK). The calibration was done using breast equivalent plates (CIRS Inc, Norfolk, VA) of 12x24 cm and of 10 or 20 mm thick with a linear attenuation coefficient equivalent to adipose (0\%) or to fibroglandular (100\%) tissue \cite{2}. The combination of the adipose and fibroglandular equivalent plates resulted in a limited number of intermediate breast density values as presented in Figure 1.

The thickness of the measured phantom combinations ranged from 10 to 80 mm. Images were made in manual mode, with tube potential between 23 kV and 32 kV for three anode/filter combinations (Mo/Mo, Mo/Rh and Rh/Rh) and thickness based kV selection compatible with an acceptable mammographic practise. The tube load (mAs) was taken equal to the tube load in automatic mode for the 0\% density phantom with the same thickness. Pixel values of the measurement were determined as the average of all pixels in a region of interest (ROI) of 1 cm\(^2\) in the middle of the plate at 6 cm from the chest wall.
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\caption{Intermediate densities resulting from a combination of adipose and fibroglandular equivalent plates of 10 and 20 mm.}
\end{figure}
The method we used to estimate the density is based on the centre of mass principle, with pixel value interpolations between the values of purely adipose and purely glandular breast equivalent material comparable to Kotre [3]. The robustness of the method was analysed for the anode/filter-combination rhodium/rhodium. We investigated the sensitivity of these results for every variable known to have an impact on the calculations, namely tube voltage, thickness, pixel value and tube load. Therefore we simulated the deviations in breast density when adding an error to the input parameters of the model for the previous measurements.

**Results**

The average error when applying the breast density algorithm on images of known density was 0.07% density and the average of the absolute value of the error was 0.31% density with a 0.40% standard deviation. The sensitivity is shown in Figure 2.

![Figure 2 Absolute error on density estimation from Relative error on variables: tube potential (full blue line), thickness (striped red line), pixel value (dotted green line), tube load (double pink line)](image)

**Tube potential**

Accuracy of tube potential results from the calibration of the high voltage-generator during production by the manufacturer, and is then checked during QC yearly tests. The distribution of tube potential deviations on GE-systems at manufacturing is at maximum 1.2%, which would generate 7.3% error on the density estimation. The European guidelines for quality control [4] accept an error smaller than ±1 kV (or 3.5% at 28 kV), with a reproducibility better than ±0.5 kV. The latter one leads to an average error of 10.6% on the density estimation.

**Thickness**

At routine clinical use of breast density algorithms, the estimation of the patient’s breast thickness would be retrieved from the DICOM-header. It is derived from the
position of the compression paddle. The error on the thickness indication [5][6] goes up to 3.8% and generates a 10% density estimation error.

**Tube load (mAs)**

The tube load value is stored in the DICOM-header of each image with a precision of 0.1 mAs. This parameter is also calibrated at construction. The maximum error on the distribution of the tube load is 5% and the corresponding error on the density estimation is 5.3%.

**Discussion and Conclusion**

We compared the results of our method to the literature. Two different authors described the errors on their model for density measurements on phantoms. Highnam et al [7] found an average error of 1.11% for 5 times 5 plugged densities below 38% density and Pawluczyk, Yaffe et al [8] found an error below 5% for inserted phantom disks (1 cm, 100%, 75%, 50%, 25%, 0%), on digitized screen-film images.

The density model that we developed to compute the density estimation for phantoms has an accuracy equivalent to the best results in literature. The next step will be to improve the control of the influence of the breast thickness estimation in order to control the error of the density estimation for real breasts.
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