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Abstract—In this paper, we assess the ability of intra-site coordination schemes to combat inter-cell interference in cellular networks. We first focus on the static scheme proposed by the 3GPP standards where coordination is always performed in hand-over regions. Through the analysis of a flow-level model, we show that this scheme indeed improves cell-edge throughput at low loads but may make the system unstable at high loads, due to the suboptimal allocation of radio resources. We then propose a dynamic scheme where coordination decisions depend on the loads of the different sectors. Results show that this dynamic scheme behaves like the static one at low loads, outperforms it at medium loads and preserves the stability region of the network at high loads.

Index Terms—Cellular networks, sector coordination, flow-level modeling, queuing theory.

I. INTRODUCTION

Inter-cell interference is a major issue in cellular networks. It does not only make users at cell edge suffer from low throughputs but also decrease the overall network capacity since these users consume a significant proportion of the radio resources [1]. Cell coordination has been proposed as an efficient way for reducing inter-cell interference by allowing several base stations to transmit data simultaneously to the same user [2]. It has been recently adopted by 3GPP standards for Beyond 3G. Release 11 introduced cell coordination for High Speed Packet Access (HSPA) in the Multipoint transmission feature [3]. In LTE-Advanced, discussions are undergoing for including cell coordination in Release 12 under the name of Coordinated MultiPoint (CoMP) [4].

There are two broad classes of cell coordination schemes: inter-site coordination, where cells of different sites are coordinated, and intra-site coordination, where cells (or sectors) of the same site are coordinated [5]. Inter-site coordination remains difficult to implement for several reasons. First, it requires a high-speed, low-delay backhaul network so that base stations can exchange control signals in nearly real time and thus take pertinent coordination decisions [3]. Second, a tight synchronization has to be performed between cells as coherent transmissions are usually required to reduce interference. Third, clustering base stations into groups of coordinated cells is needed in order to reduce the complexity of the scheduling schemes [6]. Intra-site coordination is a much simpler and more practical scheme since all scheduling decisions are local. It is the focus of the present paper.

The major challenge of cell coordination is to control the strong coupling of scheduling decisions in the different cells. Indeed, scheduling a user in a given cell may require to silent some other cells, leading to the following dilemma:

1) Cell coordination increases substantially the data rates of users when scheduled.

2) Cell coordination leads to situations where only few uses are simultaneously scheduled in the network, thus decreasing the proportion of time where individual users are scheduled.

This tradeoff between higher achievable rates (due to lower interference) and higher radio resource consumption (due to joint transmissions to the same user) is arguably the key issue when designing a coordination scheme. We analyse this tradeoff in the practical interesting case of intra-site coordination in HSDPA networks, which carry the majority of the data traffic of many mobile operators.

The first attempts to evaluate the performance of coordination schemes (see e.g. [2] and references therein) focused on physical layer aspects and were based on so-called full buffer simulations, as proposed by 3GPP [7]. In this approach, a fixed number of users is simulated in each cell with a nearly complete emulation of the physical and MAC layers. The advantage of these simulations is that they are highly accurate with respect to the lower layers as they take into account a complete channel model including path loss, shadowing and fast fading. However, they do not capture the dynamic aspect of traffic, which is critical for coordination schemes (see point 2) of the dilemma above). Due to this weakness, so-called finite buffer simulatores have been recently proposed (see the FTP simulation model in [7]). These simulations add the dynamic traffic layer whereby short-lived data flows are generated at random times, mimicking the user behavior. Such simulations have recently been used in [5] and [8] to evaluate the performance of coordination schemes in LTE-Advanced and HSPA networks, respectively. Substantial throughput gains are observed, especially at the cell edge.

Although finite buffer simulations provide useful insights into the efficiency of coordination schemes, they are computationally intensive, with typical simulation times in the range of days. Analytical methods are practically interesting and, to the best of our knowledge, have not yet been proposed in the
A. Radio aspects

Consider a site consisting of K sectors indexed by k. Each sector is served by a dedicated BS. In the absence of coor-

B. Static and dynamic schemes

In the absence of coordination, each UE is associated to the so-called serving BS which offers the best signal. When the pilot signal from a non-serving BS exceeds that from the serving BS by some threshold, say δ, a handover (HO) mechanism is triggered in order to select the best BS to switch to. When coordination is performed, the non-serving BS with the best signal coordinates with the serving BS in order to schedule independent transport blocks to the UE. Note that only those UEs in the HO region, as defined by the power threshold parameter δ, benefit from coordination.

We consider two coordination schemes:

Static scheme: This is the coordination scheme adopted in 3GPP Release 11 [3]. We refer to this scheme as static since a UE is simultaneously scheduled by two BSs serving adjacent sectors whenever it lies in the HO region of these sectors. This scheme proves beneficial at low loads only, as revealed by the analysis of section IV; at high loads, the coordination brings an additional load which maintains the network in congestion due to the lack of available resources.

Dynamic scheme: This scheme aims at providing coordination while preserving the radio resources. Specifically, a UE in the HO region of two sectors receives data from the non-serving BS only if the latter has no UE to serve in its sector. We refer to this scheme as dynamic since the coordination decisions now depend on the state of the sectors and vary with time. The condition imposed on the coordination decisions may look too restrictive at first sight, since only empty sectors coordinate with other sectors. Our results of section V indicate that this is not the case: the dynamic scheme activates coordination and improves the cell-edge throughput at low loads, since sectors are often empty, and blocks coordination at high loads, so as to preserve scheduling resources and prevent the network from congestion.

C. Scheduling algorithm

Both the static scheme and the dynamic scheme require a centralized scheduler to decide which UEs to serve at each time-slot. This is not a strong requirement in the context of intra-site coordination considered here. Although the scheduling algorithm should in practice be opportunistic and exploit multi-user diversity in order to improve the spectral efficiency of the system, we consider a simple algorithm where UEs are selected at random, as specified below. This is a good approximation of the resource allocation achieved by any blind, fair algorithm like round-robin and by any opportunistic algorithm when radio channel variations are limited or too fast to be exploited.

At each timeslot, the algorithm works as follows:

Data: Set A of active sectors (with UEs to be served)
Result: Set U of UEs to schedule

while A ≠ ∅ do

pick up at random a UE u served by a sector s in A;
U ← U ∪ {u};
A ← A \ {s};
if coordination then

e ← coordinating sector;
A ← A \ {e};
end

The coordination decision depends on the scheme (static or dynamic) and on the location of user u (in the HO region or not). For the dynamic scheme, there is coordination only if the interfering sector is empty, so that e ∉ A: the update A ← A \ {e} is useless in this case.

III. MODEL

A. Radio aspects

Consider a site consisting of K sectors indexed by k. Each sector is served by a dedicated BS. In the absence of coor-
dination, the signal-to-noise-plus-interference ratio (SINR) of UE $u$ served by BS $s$ is given by:

$$\text{SINR}_{u,s} = \frac{P_{u,s}}{\sum_{k \neq s} P_{u,k} + I_u + N}$$

where $P_{u,k}$ denotes the power received by UE $u$ from BS $k$, $I_u$ is the inter-site interference received by UE $u$ and $N$ is the thermal noise. The resulting data rate is $f(\text{SINR}_{u,s})$ for some function $f$; a standard model for $f$ is provided by the Shannon capacity of the Gaussian channel $f(s) = W \log(1 + s)$, where $W$ is the channel bandwidth. This only provides an upper bound, however, and more realistic values derived from real systems are used in §III-B below.

When coordination is performed, UE $u$ receives simultaneously two different transport blocks from the serving BS $s$ and from the coordinating BS $c$, leading to two flows with respective SINRs:

$$\text{SINR}'_{u,s} = \frac{P_{u,s}}{\sum_{k \neq s,c} P_{u,k} + I_u + N}$$

and

$$\text{SINR}'_{u,c} = \frac{P_{u,c}}{\sum_{k \neq s,c} P_{u,k} + I_u + N}$$

Note that, as required by 3GPP, the mobile is equipped with a 3i-receiver capable of perfectly canceling the interference from the coordinated BSs [3]. The data rate is the sum $f(\text{SINR}'_{u,s}) + f(\text{SINR}'_{u,c})$, higher than in the absence of coordination.

### B. Achievable rates

For the numerical applications, we consider the homogeneous tri-sectorized network of Figure 1. Figure 2 gives the achievable rates in some reference cell with respect to the distance to the BS and the angle relative to the main direction of the antenna, with and without coordination, under the following assumptions:

- the radio channel is PA3 in a dense urban area with an inter-site distance of 500 meters, see [12] for more details,
- inter-cell interference is calculated based on two interfering rings of sites, corresponding to a total of 19 sites,
- the rate function $f$, which takes fast fading into account, is that given in [13],
- in the presence of coordination, the HO region is assumed to represent a fraction $\alpha$ of the sector area.

We observe that the achievable rates are almost doubled when coordination is applied. Note that this does not take the impact of traffic into account, however. It is precisely the aim of this paper to analyze the trade-off between higher achievable gains and lower scheduling opportunities due to the resource consumption of the coordination schemes.

### C. Traffic characteristics

To analyze this trade-off, we need a simple model for the random behavior of users. We assume that data flows arrive according to a Poisson process of intensity $\lambda_k$ in each sector $k$ of the reference site. Note that this assumption is reasonable since users typically behave independently. Each flow stays in the system as long as the corresponding data have not been successfully transmitted to the UE. Flow sizes are assumed to be independent and exponentially distributed with mean $\sigma$ bits. Most results are in fact approximately insensitive to the flow size distribution beyond the mean, as explained below. The traffic intensity in sector $k$ is $\lambda_k \sigma$ in bps.

As seen above, the achievable rate of a UE depends on
its location in the sector. We consider an arbitrary set \( S \) of classes of UEs indexed by \( i \) to reflect the different radio conditions in the considered site. All UEs of the same class have approximately the same location and thus the same serving BS and the same data rate when scheduled. We denote by \( S_k \) the set of classes whose serving BS is \( k \); UEs of class \( i \) have rate \( R_i \) when scheduled without coordination and rate \( R_i' \) when scheduled with coordination. The corresponding flows are referred to as class-\( i \) flows in the following. A flow arriving in sector \( k \) is of class \( i \in S_k \) with probability \( p_i \), with:
\[
\sum_{i \in S_k} p_i = 1.
\] (1)

Note that class-\( i \) flows arrive according to a Poisson process with intensity \( \lambda_i \equiv \lambda_k p_i \) in sector \( k \), contributing to the traffic intensity \( \lambda \sigma \) (in bps).

D. Throughput metric

Let \( X_i(t) \) be the number of class-\( i \) flows at time \( t \). The vector \( X(t) = (X_i)_{i \in S} \) is an irreducible Markov process whose transition rates depend on the considered coordination scheme, as described in the following two sections. Assuming that this Markov process is ergodic, the mean duration \( \tau_i \) of class-\( i \) flows follows from Little’s law:
\[
\tau_i = \frac{E(X_i)}{\lambda_i}.
\]

Defining the flow throughput (in bits) as the ratio of the mean flow size (in bits) to the mean flow duration (in s), we deduce the class-\( i \) flow throughput:
\[
\gamma_i = \frac{\lambda_i \sigma}{E(X_i)}.
\] (2)

This is the ratio of the traffic intensity of class \( i \) (in bps) to the mean number of class-\( i \) flows. This throughput metric reflects user experience, accounting both for the radio conditions, through class \( i \), and for the random nature of traffic, through the stationary distribution of the Markov process \( X(t) \). The flow throughput averaged over the whole site is given by:
\[
\bar{\gamma} = \frac{\sum_{i \in S} \lambda_i \sigma}{\sum_{i \in S} E(X_i)} = \frac{\sum_{i \in S} \lambda_i}{\sum_{i \in S} \lambda_i/\gamma_i}.
\] (3)

This is the harmonic mean of the per-class flow throughputs weighted by the corresponding traffic intensities.

IV. Static Coordination Scheme

In this section, we derive the performance of the static scheme; we start with the reference case without coordination, which also corresponds to the limiting case where there is no HO region.

A. No coordination

Consider class-\( i \) flows in sector \( k \). Since the mean flow size is \( \sigma \), the mean scheduling time required at BS \( k \) to complete a class-\( i \) is \( \sigma/R_i \). Since class-\( i \) flows arrive at rate \( \lambda_i \), the corresponding load is:
\[
\rho_i = \frac{\lambda_i \sigma}{R_i}.
\] (4)

At the flow time-scale, slots are very short (in the range of ms) so that the random, fair scheduling algorithm described in §II-C can be viewed as a processor-sharing service discipline per sector. Specifically, the number of flows in sector \( k \) evolves like the number of customers in a multi-class processor-sharing queue with load:
\[
\rho_k = \sum_{i \in S_k} \rho_i.
\] (5)

Note that, in view of (1) and (4), we have:
\[
\rho_k = \frac{\lambda_k \sigma}{R_k}.
\]

where \( R_k \) is the harmonic mean data rate over sector \( k \):
\[
R_k = \frac{1}{\sum_{i \in S_k} \rho_i R_i}.
\]

Under the stability condition \( \rho_1 < 1, \ldots, \rho_K < 1 \) (no sector is in overload), the stationary distribution of the state \( x \) describing the number of flows of each class in the site is given by:
\[
\pi(x) = \prod_{k=1}^{K} \frac{(1 - \rho_k)}{\sum_{i \in S_k} x_i \rho_i} \prod_{i \in S_k} \rho_i^{x_i}.
\] (6)

We deduce the mean number of class-\( i \) flows in sector \( k \):
\[
E(X_i) = \frac{\rho_i}{1 - \rho_k},
\]

and from (2) and (4), the flow throughput of any class \( i \in S_k \):
\[
\gamma_i = R_i (1 - \rho_k).
\] (7)

Thus the flow throughput is equal to the maximum data rate \( R_i \) when \( \rho_k = 0 \) (no traffic) and decreases linearly with the sector load \( \rho_k \).

B. Coordinating two sectors

To gain insight into the behavior of the static coordination scheme, we start with the simple case of \( K = 2 \) sectors. We refer to zone 12 as the HO region of sectors 1 and 2. We denote by \( C_1 \subseteq S \) the set of classes in zone 12; UEs of class \( i \in C_1 \) are served simultaneously by BS 1 and 2 at rate \( R_i' \). The sets \( C_1 = S_1 \setminus C_1 \) and \( C_2 = S_2 \setminus C_1 \) define zones 1 and 2 of sectors 1 and 2, respectively, where UEs are not subject to coordination; UEs of class \( i \in C_j \) are served by BS \( j \) at rate \( R_j \), for \( j = 1, 2 \). Let \( Z_j(t) \) be the total number of flows in zone \( j \) at time \( t \), for \( j = 1, 2, 12 \). Denote by \( Z(t) \) the corresponding vector. Whenever \( Z(t) = z \), the considered
scheduler selects UEs in zones 1 and 2 (assuming $z_1, z_2 > 0$) a fraction of time:
\[
\tilde{\phi}_1(z) = \tilde{\phi}_2(z) = \frac{z_1 + z_2}{z_1 + z_2 + z_{12}},
\]
and UEs in zone 12 a fraction of time:
\[
\tilde{\phi}_{12}(z) = \frac{z_{12}}{z_1 + z_2 + z_{12}}.
\]
Indeed, since UEs in zone 12 require the simultaneous transmission from both BSs, the algorithm described in §II-C cannot select a UE in zone 12 if the first UE $u$ selected at random is in zone 1 or 2. Since time-sharing is fair in each zone, the system corresponds to a set of three coupled processor-sharing queues with state-dependent service rates given by (8)-(9) and respective loads:
\[
\bar{\rho}_1 = \frac{\bar{\lambda}_1 \bar{\sigma}}{\bar{R}_1}, \quad \bar{\rho}_2 = \frac{\bar{\lambda}_2 \bar{\sigma}}{\bar{R}_2}, \quad \bar{\rho}_{12} = \frac{\bar{\lambda}_{12} \bar{\sigma}}{\bar{R}_{12}},
\]
with arrival rates:
\[
\bar{\lambda}_1 = \sum_{i \in C_1} \lambda_i, \quad \bar{\lambda}_2 = \sum_{i \in C_2} \lambda_i, \quad \bar{\lambda}_{12} = \sum_{i \in C_{12}} \lambda_i,
\]
and harmonic mean data rates:
\[
\bar{R}_1 = \frac{\sum_{i \in C_1} p_i}{\sum_{i \in C_1} \frac{p_i}{\bar{R}_1}}, \quad \bar{R}_2 = \frac{\sum_{i \in C_2} p_i}{\sum_{i \in C_2} \frac{p_i}{\bar{R}_2}},
\]
and
\[
\bar{R}_{12} = \frac{\sum_{i \in C_{12}} p_i}{\sum_{i \in C_{12}} \frac{p_i}{\bar{R}_{12}}},
\]
Note that, unlike in zones 1 and 2, the data rates in zone 12 benefit from the coordination gains.

The service rates (8)-(9) satisfy the balance property so that the corresponding system is a Whittle queueing network [14]. In particular, the stationary distribution of the stochastic process $Z(t)$ is given by:
\[
\pi(z) = \frac{(1 - \bar{\rho}_1 - \bar{\rho}_{12})(1 - \bar{\rho}_2 - \bar{\rho}_{12})}{(1 - \bar{\rho}_{12})}
\times \left(\frac{z_1 + z_2 + z_{12}}{z_1 + z_2}\right)^{\bar{\rho}_1} \left(\frac{z_1 + z_2}{z_1}ight)^{\bar{\rho}_2} \left(\frac{z_1 + z_2}{z_{12}}\right)^{\bar{\rho}_{12}},
\]
under the stability condition:
\[
\bar{\rho}_1 + \bar{\rho}_{12} < 1, \quad \bar{\rho}_2 + \bar{\rho}_{12} < 1.
\]
Moreover, the results are insensitive to the flow size distribution beyond the mean: it is not necessary to assume an exponential flow size distribution.

We deduce from the stationary distribution (11) the mean number of flows in each zone:
\[
E(Z_1) = \frac{\bar{\rho}_1}{1 - \bar{\rho}_1 - \bar{\rho}_{12}},
\]
\[
E(Z_2) = \frac{\bar{\rho}_2}{1 - \bar{\rho}_2 - \bar{\rho}_{12}},
\]
\[
E(Z_{12}) = \frac{\bar{\rho}_1}{1 - \bar{\rho}_{12}} \left(1 + \frac{\bar{\rho}_1}{1 - \bar{\rho}_1 - \bar{\rho}_{12}} + \frac{\bar{\rho}_2}{1 - \bar{\rho}_2 - \bar{\rho}_{12}}\right).
\]
and from (2), the flow throughput in each zone:
\[
\gamma_1 = R_1(1 - \bar{\rho}_1 - \bar{\rho}_{12}), \quad \gamma_2 = R_2(1 - \bar{\rho}_2 - \bar{\rho}_{12}),
\]
\[
\gamma_{12} = \frac{R_{12}'(1 - \bar{\rho}_{12})}{1 + \bar{\rho}_1 - \bar{\rho}_{12} + \bar{\rho}_2}.
\]
The mean number of flows of class $i$ being proportional to the load of this class in the corresponding queue, we also obtain the flow throughput of each class within each zone:
\[
\forall i \in C_1, \quad \gamma_i = R_i(1 - \bar{\rho}_1 - \bar{\rho}_{12}),
\]
\[
\forall i \in C_2, \quad \gamma_i = R_i(1 - \bar{\rho}_2 - \bar{\rho}_{12}),
\]
\[
\forall i \in C_{12}, \quad \gamma_i = \frac{R_i'(1 - \bar{\rho}_{12})}{1 + \frac{\bar{\rho}_1}{1 - \bar{\rho}_{12}} + \bar{\rho}_2}.
\]

Comparing these expressions to (7) provides the first insights into the trade-off between achievable data rates and radio resource consumption mentioned in the introduction. When $\bar{\rho}_1, \bar{\rho}_2, \bar{\rho}_{12} \to 0$, we get $\gamma_i \to R_i^*$ in the coordination zone: there is a throughput gain of $R_i^*/R_i$ for class $i$, as expected. When load increases, the coordination scheme may be detrimental. In the case for two symmetric sectors for instance, the stability condition (12) is stricter than the usual condition $p_k < 1$ for each sector $k$ whenever $R_{12}' < 2R_{12}$, where $R_{12}$ denotes the mean data rate in the HO region in the absence of coordination:
\[
R_{12} = \frac{\sum_{i \in C_{12}} p_i}{\sum_{i \in C_{12}} \frac{p_i}{R_i}}.
\]
Thus the ability of the static scheme to improve performance at high load critically depends on the ratio $\beta = R_{12}'/R_{12}$, which we refer to as the coordination gain $\beta$ in the following. We shall see that typical values of $\beta$ are less than 2 so that the static scheme in fact reduces the stability region and degrades performance at high load.

C. Coordinating three sectors

We now consider the practically interesting case of $K = 3$ sectors. The analysis can be readily extended to any number of sectors. As previously, we refer to zone $k, k + 1$ as the HO region between sectors $k$ and $k + 1$, for all $k = 1, 2, 3$ (with modulo $K$ notations) and denote by $C_{k,k+1} \subset S_k \cap S_{k+1}$ the corresponding classes. Zone $k$ refers to the non-HO region of sector $k$; it corresponds to classes $S_k \setminus (C_{k,k-1} \cup C_{k,k+1})$.

Let $Z(t)$ be the vector of the number of flows in each zone. When $Z(t) = z$, the considered scheduler selects UEs in zone 1 a fraction of time:
\[
\tilde{\phi}_1(z) = \frac{z_1 + z_{23}}{|z|} + \frac{z_2}{|z|} \frac{z_1 + z_3}{z_1 + z_2 + z_{31}} + \frac{z_3}{|z|} \frac{z_1 + z_2}{z_1 + z_2 + z_{12}},
\]
and UEs in zone 12 a fraction of time:
\[
\tilde{\phi}_{12}(z) = \frac{z_{12}}{|z|} + \frac{z_3}{|z|} \frac{z_{12}}{z_1 + z_2 + z_{12}},
\]
with $|z| = z_1 + z_2 + z_3 + z_{12} + z_{23} + z_{13}$. We obtain (16) for instance by observing that a UE in zone 12 is either selected first by the scheduling algorithm, with probability $z_{12}/|z|$, or after the selection of a UE in zone 3, with probability $z_3/|z|$; in the latter case, only UEs in zones 1, 2 or 12 can be selected in parallel. Expression (15) can be derived in the same way, and the timeslot allocation in the other zones follow by symmetry.

Since time-sharing is fair in each zone, the system corresponds to a set of six coupled processor-sharing queues with state-dependent service rates (15)–(16) and loads defined by (10), as in the case of two sectors. Unfortunately, the service rates violate the balance property so that the system is no longer a Whittle network, see [14].

To get explicit expressions for the flow throughput, we proceed by approximation which we validate numerically. Specifically, we decouple the six zones by neglecting those which are not directly linked by coordination. For instance, we focus the study on zones 1, 2, 12 and neglect the impact of sector 3, beyond the load induced on BS 1 and 2. In doing so, we reduce the analysis to the case of two sectors considered above. In particular, the stationary distribution of the number of flows in zones 1, 2, 12 is approximated by (11), where the loads of zones 1 and 2 are replaced by $\bar{\rho}_1 + \bar{\rho}_{13}$ and $\bar{\rho}_2 + \bar{\rho}_{23}$, respectively. We deduce the following approximations for the flow throughputs in zones 1 and 12:

$$\bar{\gamma}_1 \approx \bar{R}_1(1 - \bar{\rho}_1 - \bar{\rho}_{12} - \bar{\rho}_{13}),$$  
$$\bar{\gamma}_{12} \approx \frac{\bar{R}^{(1)}_{12}(1 - \bar{\rho}_{12})}{1 + \frac{\bar{\rho}_1 + \bar{\rho}_{13}}{1 - \bar{\rho}_1 - \bar{\rho}_{12} - \bar{\rho}_{13}} + \frac{\bar{\rho}_2 + \bar{\rho}_{23}}{1 - \bar{\rho}_2 - \bar{\rho}_{12} - \bar{\rho}_{23}}},$$

under the stability condition:

$$\bar{\rho}_1 + \bar{\rho}_{12} + \bar{\rho}_{13} < 1,$$
$$\bar{\rho}_2 + \bar{\rho}_{21} + \bar{\rho}_{23} < 1,$$
$$\bar{\rho}_3 + \bar{\rho}_{31} + \bar{\rho}_{32} < 1.$$

Importantly, the analysis is consistent in the sense that the expression for the flow throughput in zone 1 is the same whether the approximation is applied to zones 1, 2, 12 or to zones 1, 3, 13. Per-class flow throughputs follow by replacing mean achievable data rates by per-class achievable data rates.

In order to validate the analytical approximation, we consider an isotropic site with three symmetric sectors. The system is then defined by the following three parameters:

- $\alpha$, the fraction of traffic in the coordination zone,
- $\eta$, the ratio of mean achievable data rates in and out of the HO region, in the absence of coordination,
- $\beta$, the coordination gain, that is the ratio of mean achievable data rates in the HO region with and without coordination.

We have:

$$\alpha = \frac{\bar{\lambda}_{12}}{\lambda_1 + \lambda_{12}}, \quad \eta = \frac{\bar{R}_{12}}{\bar{R}_1}, \quad \beta = \frac{\bar{R}^{(1)}_{12}}{\bar{R}_1}.$$

The normalized flow throughput averaged over the whole site is shown in Figure 3 for $\alpha = 0.3$, $\eta = 0.5$ and $\beta = 1.5$. The chosen throughput unit is the mean achievable data rate in the absence of coordination; in view of (3) and (7), the flow throughput is then equal to $1 - \rho$ in the absence of coordination, where $\rho$ is the load of each sector. The analytical expression derived from (17) and (18) is compared with the numerical solution of the Markov process describing the state of the queuing system, assuming an exponential flow size distribution. We observe that the approximation is very accurate. Other simulations, not reported here, show that the results are practically insensitive to the flow size distribution, which is not surprising given the insensitivity property of the system for $K = 2$ sectors.

Using the same approximation with the achievable data rates of §III-B, we obtain the flow throughputs of Figure 4 for different sizes $\alpha$ of the coordination zone. The flow throughput is averaged over the site (corresponding to $\bar{\gamma}$) and at cell edge (corresponding 5% of users with the lowest throughput). We observe a significant performance improvement at low load (up to 25% for the cell edge, 20% on average) at the expense of a reduction of the stability region. Indeed, the coordination gain $\beta$ derived from the achievable data rates of §III-B is typically equal to 1.5, that is less than the critical value $\beta = 2$ where the stability region remains unchanged. Static coordination is only beneficial at low load.

V. DYNAMIC COORDINATION SCHEME

The dynamic scheme consists in allowing a BS to coordinate and serve a UE not in its sector only if it has no other UE to serve. We shall see that this simple scheme is sufficient to improve performance at any load.

A. Coordinating Two Sectors

Like for the static scheme, we start with the case $K = 2$. We use the same notation, except that we now differentiate between zone 12, consisting of classes in the HO region served by BS 1, and zone 21, consisting of classes in the HO region served by BS 2. We denote by $Y_1 = Z_1 + Z_{12}$ and $Y_2 = Z_2 + Z_{21}$ the total number of flows in sectors 1 and 2, respectively. The system is more complex than in the static case since the two processor-sharing queues associated with each sector now interact at the class level. We decouple the
From which we deduce:

\[ \tilde{\beta}_{12} = P(Y_2 > 0) + \frac{\tilde{R}_{12}'}{\tilde{R}_{12}} P(Y_2 = 0) \]

\[ \tilde{\beta}_{21} = P(Y_1 > 0) + \frac{\tilde{R}_{21}'}{\tilde{R}_{21}} P(Y_1 = 0). \]

Sectors 1 and 2 now behave as two independent multi-class processor-sharing queue with respective loads:

\[ \rho_1 = \frac{\tilde{\lambda}_{12} \sigma}{R_1} + \frac{\tilde{\lambda}_{12} \sigma}{\beta_{12} R_{12}}, \quad \rho_2 = \frac{\tilde{\lambda}_{21} \sigma}{R_2} + \frac{\tilde{\lambda}_{21} \sigma}{\beta_{21} R_{21}}. \]

In particular, we have:

\[ P(Y_1 > 0) = \rho_1 \quad \text{and} \quad P(Y_2 > 0) = \rho_2, \]

from which we deduce \( \tilde{\beta}_{12} \) and \( \tilde{\beta}_{21}. \) The flow throughputs in sector 1 are then given by:

\[ \forall i \in C_1, \quad \gamma_i = R_i (1 - \rho_1), \]

\[ \forall i \in C_{12}, \quad \gamma_i = (R_i \rho_2 + R_i' (1 - \rho_2)) (1 - \rho_1). \]

The expressions for sector 2 follow by symmetry.

It is worth observing that the stability region is preserved: since \( \tilde{\beta}_{12}, \tilde{\beta}_{21} > 1, \) the stability condition \( \rho_1 < 1, \rho_2 < 1 \) is not stricter than that in the absence of coordination. Both stability regions in fact coincide since \( \tilde{\beta}_{12}, \tilde{\beta}_{21} \to 1 \) at high load.

**B. Coordinating three sectors**

The approach is similar for \( K \) sectors. We take \( K = 3 \) to simplify the notation. The coordination gain in zone 12 is given by:

\[ \tilde{\beta}_{12} = P(Y_2 > 0) + \frac{\tilde{R}_{12}'}{\tilde{R}_{12}} P(Y_2 = 0) \]

\[ + \frac{1}{2} \left(1 - \frac{\tilde{R}_{12}'}{\tilde{R}_{12}}\right) P(Y_2 = 0, Y_3 > 0) E(Z_{32} Y_3 > 0). \]

Indeed, a UE in zone 12 benefits from coordination only if sector 2 is empty and no UE in zone 32 benefits from coordination. When sector 2 is empty and UEs in zones 12 and 32 are scheduled, we assume that BS 2 selects BS 1 or 3 uniformly at random for coordination, hence the factor \( \frac{1}{2}. \) Sectors 1, 2, 3 behave as three independent multi-class processor-sharing queue with respective loads:

\[ \rho_1 = \frac{\tilde{\lambda}_{12} \sigma}{R_1} + \frac{\tilde{\lambda}_{13} \sigma}{\beta_{12} R_{12}} + \frac{\tilde{\lambda}_{13} \sigma}{\beta_{13} R_{13}}, \]

\[ \rho_2 = \frac{\tilde{\lambda}_{21} \sigma}{R_2} + \frac{\tilde{\lambda}_{23} \sigma}{\beta_{21} R_{21}} + \frac{\tilde{\lambda}_{23} \sigma}{\beta_{23} R_{23}}, \]

\[ \rho_3 = \frac{\tilde{\lambda}_{31} \sigma}{R_3} + \frac{\tilde{\lambda}_{31} \sigma}{\beta_{31} R_{31}} + \frac{\tilde{\lambda}_{32} \sigma}{\beta_{32} R_{32}}. \]

In particular, we have:

\[ P(Y_2 > 0) = \rho_2, \quad P(Y_3 > 0) = \rho_3, \quad E(Z_{32} Y_3 > 0) = \frac{\rho_{32}}{\rho_3}, \]

with:

\[ \rho_{32} = \frac{\tilde{\lambda}_{32} \sigma}{\beta_{32} R_{32}}, \]

from which we deduce the coordination gains \( \tilde{\beta}_{j} \) for each coordination zone \( j = 12, 23, 31, 13. \) The stability condition \( \rho_1 < 1, \rho_2 < 1, \rho_3 < 1 \) is the same as without coordination and the flow throughputs in zones 1 and 12 are given by:

\[ \forall i \in C_1, \quad \gamma_i = R_i (1 - \rho_1), \]

\[ \forall i \in C_{12}, \quad \gamma_i = (R_i \rho_2 + R_i'(1 - \rho_2)) (1 - \rho_1). \]

The expressions for the other zones follow by symmetry.

In the symmetric case, with the parameters \( \alpha, \eta, \beta \) introduced in §IV-C, the common coordination gain \( \tilde{\beta} \) satisfies the equation:

\[ \tilde{\beta} = \rho + \beta (1 - \rho) + \frac{1}{4} (1 - \beta) \rho (1 - \rho) \frac{\alpha}{\alpha + (1 - \alpha) \eta \beta}. \]

where \( \rho \) denotes the common sector load, given for a flow arrival rate \( \lambda \) per sector by:

\[ \rho = \lambda (1 - \alpha + \frac{\alpha}{\eta \beta}). \]

The stability condition is \( \rho < 1 \) and the flow throughputs in zone 1 and zone 12 are respectively given by:

\[ \tilde{\gamma}_1 = \tilde{R}_1 (1 - \rho) \quad \text{and} \quad \tilde{\gamma}_{12} = \beta \tilde{R}_{12} (1 - \rho). \]
The normalized flow throughput averaged over the whole site is shown in Figure 5 for \( \alpha = 0.3, \eta = 0.5 \) and \( \beta = 1.5 \). As in Figure 3, the throughput unit is the mean achievable data rate in the absence of coordination. The flow throughput derived from the solution of the fixed-point equation (19), (20) is compared with the numerical solution of the Markov process describing the state of the queuing system, assuming an exponential flow size distribution. Again, the approximation is very accurate and performance is practically insensitive to the flow size distribution.
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Fig. 5. Validation of the approximation (dynamic coordination scheme).

Figures 6 shows the flow throughputs averaged over the site and at cell edge, respectively, using the achievable data rates of §III-B. The first observation is that, in contrast with the static scheme, the dynamic scheme always improves performance. Indeed, while the dynamic scheme is able to achieve the same gains as the static scheme at low loads (up to 25% for the cell edge, 20% on average), it preserves the stability region and prevents throughput degradation at high loads.
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Fig. 6. Flow throughput under the static and dynamic schemes.

VI. CONCLUSION

This paper analyses the performance of intra-site coordination in cellular data networks, accounting for the random, dynamic nature of traffic. Using a simple flow-level model, we have highlighted the shortcomings of the coordination scheme proposed in the 3GPP standards, we refer to as the static scheme: the stability region reduces due to the over-consumption of time-slots, which leads to a throughput degradation at high load, both on average in the site and at the cell edge. Thus we have proposed a dynamic scheme that activates coordination only when necessary. Results show a throughput improvement at any load.

The case of more advanced coordination and scheduling schemes exploiting multi-user diversity is left as an interesting track for further research.
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