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Abstract. Situation assessment is one of the basic abilities for robots to co-
exist with us in our day-to-day live. For a socially intelligent robot, different
levels of situation assessment are required, ranging from basic processing of
sensor input to high-level analysis of semantics and intention. The combina-
tion of various perception abilities greatly increases the robot’s socio-cognitive
capabilities. However, this prompts new research challenges and the need of a
coherent framework and architecture.
Romeo2 is a unique project, aiming to bring multi-modal and multi-layered
perception of situation assessment on a single system and targeting for a unified
theoretical and functional framework for robot companion for everyday life.
This paper presents different aspects of situation assessment identified and
perceived within the Romeo2 project. It aims towards a principled approach to
develop different components in a collaborative manner when such basic blocks
should be functioning together and discusses about some of the innovation
potentials such approach brings for the companion robotics domain.

1 Introduction
As robots started to co-exist in a human-centered environment, human awareness
capability is important to be considered. With safety being a basic requirement, such
robots should be able to behave in a socially accepted and expected manner. This
requires robots to reason about the situation, not only from the perspective of physical
locations of objects, but also from that of ‘mental’ and ‘physical’ states of the human
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partner. Further, such reasoning should result into knowledge building with the human
understandable attributes, to facilitate natural human-robot interaction.

The Romeo2 project, the focus of this paper, is unique in that it brings together
different perception components in a unified framework for real-life human-robot in-
teraction scenarios. This paper outlines our multi-layer perception architecture, the
categorization of basic requirements, the key elements to perceive, and the innovation
advantages such a system provides.
1.1 The Romeo2 Project

Fig. 1. Romeo robot’s exteroceptive
and proprioceptive sensors.

Romeo2, as a project (project website [25]), aims
at achieving a practical and real-life personal as-
sistant and companion robot in an everyday sce-
nario. There are 17 partners: Aldebaran, SpirOps,
INRIA, ALL4TEC, CNRS-LAAS, VOXLER,
CNRS-LIMSI, CNRS-LIRMM, CEALIST, Col-
lege de France, Armines-ENSTA, ISIR, Telecom
ParisTech, University of Versailles, Strate and
Approche. Most of the partners are actively in-
volved in one or the other aspect of perceiving the
situation, ranging from sensor level signal pro-
cessing to building a high-level multi-modal rep-
resentation describing and predicting the situation. The robot platform is the Romeo
robot, developed by Aldebaran Robotics, in collaboration with various academic and
industrial partners. Fig. 1 shows the robot and placements of rich range of sensors.
Romeo is a 40kg, 1.4m humanoid robot with 41 degrees-of-freedom, vertebral column,
exoskeleton on legs, partially soft torso and mobile visual cameras.
1.2 An Example Scenario

Fig. 2. Romeo2 Project scenario: A Humanoid Robot
Assistant and Companion for Everyday Life.

Mr. Smith lives alone (in fact
not really, but with his Romeo
robot companion). He is el-
derly and visually impaired.
Romeo assists him in daily-life
tasks. The robot understands
his speech, emotion and ges-
tures. Provides physical support
by bringing the ‘desired’ items.
Offers cognitive support by reminding about medicine, items to add in to-buy list,
playing memory games, etc. As a social inhabitant, it plays with Mr. Smith’s grand-
children who visit during the weekends. A playing child bumps into and the robot says,
“Sorry”, and moves away to provide playing space. It monitors Mr. Smith’s activities
and calls assistance when abnormalities are detected in Mr. Smith’s behaviors.

This outlined target scenario of Romeo2 project, also partially illustrated in fig. 2,
depicts that being aware about human, his/her activities, the environment and the
situation are key aspects towards practical achievement of the project’s objective.
1.3 Situation Awareness and Assessment
Situation awareness, or the ability to perceive and abstract information from the en-
vironment [2], is an important capability humans use to perform tasks effectively [10].
Three levels of situation awareness have been identified in Endsley et al. [11]:
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– Level 1 situation awareness: To perceive the state of the elements composing the
surrounding environment.

– Level 2 situation awareness: To build goal oriented understanding of the situation,
by using level 1 situation awareness. Therefore, experience and comprehension of
the meaning are important factors in level 2 situation awareness.

– Level 3 situation awareness: To project future. Uses the knowledge of status of
the environmental elements (level 1) and understanding of the situation (level 2).
In general, Situation Awareness is viewed as the state of knowledge and Situational

Assessment is seen as the processes used to achieve that knowledge. Moreover, the
levels are not seen separated, instead the higher level incorporates the lower levels.
1.4 Related Works and Contributions
Already, researchers (including the partners of the Romeo2 project) are working on
different aspects of situation assessments, ranging from geometric level of object and
location identification to recognizing the emotion and intention of the human partner.
Situation awareness is an important aspect of day-to-day interaction, decision-making,
and planning, so as important is the identification of the elements and attributes,
constituting the state of the environment, which in fact are domain dependent.

There have been efforts and work to integrate and utilize more than one component
of perception and situation assessment. But most of them are specific for a particular
task like navigating [23], intention detection [18], robot’s self-perception [5], spatial
and temporal situation assessment for robot passing through a narrow passage [1],
laser data based human-robot-location situation assessment, e.g. human entering,
coming closer, etc. [14]. Therefore, they are either limited by the variety of perception
attributes, sensors or restricted to a particular perception-action scenario loop. On the
other hand, various projects on Human Robot Interaction try to overcome perception
limitations by different means and focus on high-level semantic and decision-making.
Such as, detection of objects is simplified by putting tags/markers on the objects,
detection of people without any audio information, [6], [16]. In [12], different layers of
perception have been analyzed to extract information, useful to build representations
of the 3D space, but focused on eye-hand coordination for active perception and not
on high-level semantics and perception of the human.

In Romeo2 project, we are making effort to bring a range of multi-sensor per-
ception components within a unified framework, at the same time making the entire
multi-modal perception system independent from a very specific scenario or task, to-
wards realizing effective and more natural multi-modal human robot interaction. In
this regard, to the best of our knowledge, Romeo2 project is the first effort of its
kind for a real world companion robot. In this paper, we do not provide the details
of each component. Instead, we give an overview of the entire situation assessment
system in Romeo2 project, the key elements and attributes to be perceived from robot
companion domain, and how they are fitting in the different layers and components of
perception in a unified framework. Interested readers could find the details in docu-
mentation of the system [20] and in dedicated publications for individual components,
such as [4], [13], [21], [17], [3], [8], [19], (see the list of publications [25]). At the same
time this global view of the project’s perception system, helps us to identify some of
the innovation potentials and develop them, as described in section 5.

Outline: Next section first presents our layered architecture for sense-interaction
loop of perception, sec. 2.1. Then we categorize different basic requirements and the
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Fig. 3. A generalized perception system for sense-interact in Romeo2 project, with five layers
functioning in a closed loop.

key attributes of a companion robot perception capabilities, followed by the develop-
ments in the Romeo2 project, sec. 2.2. In sec. 3, we discuss how our layered architec-
ture and the carefully categorization of requirements help us in identifying dependen-
cies and facilitate concurrent collaborative development. Sec. 4 presents the NAOqi
framework facilitating to have a coherent functional framework. Then in sec. 5, we
discuss some of the innovation potentials when such rich and diverse perception com-
ponents are available on a single platform, followed by conclusion and future work.

2 Perceiving Situation in Romeo2 Project

2.1 A Generalized Perception Architecture for Sense-Interact for HRI

To better place the contributions of different partners in the Romeo2 project, we have
adapted a simple yet meaningful, sensing-interaction oriented perception architecture,
by carefully identifying various requirements and their interdependencies, as shown
in fig. 3. The roles of the five identified layers are described next.

(i) Sense: Corresponds to receiving signals/data from various sensors. Depending
upon the sensor type and their fusion, this layer can build 3D point cloud world; sense
stimuli like touch, sound; know about the robot’s internal states such as joint, heat;
record speech signals; etc. Therefore, it belongs to level 1 of situation assessment.

(ii) Cognize: Corresponds to the ’meaningful’ information extraction from what
all the robot is sensing. This can be learning shapes of objects, learning to extract
semantics from 3D point cloud, meaningful words from speech, meaningful parame-
ters in demonstration, etc. The definition of ’meaningful’ in general refers to human-
understandable level of meanings. However, it depends upon the domain, and the
interaction requirement. Most of the times, this ’cognition’ is provided a priori to the
system e.g. the meaningful set of words, the types of objects, their shapes, associ-
ated semantics, etc. Therefore, in most of the perception-action systems, this cognize
part is either absent or narrowed down to reacting to stimuli. However, in Romeo2
projects we are taking steps to make cognize layer more visible by bringing together
different learning modules, such as to learn objects, learn faces, learn the meaning of
instructions, learn to categorize emotions, etc. This layer lies across level 1 and level
2 of situation assessment, as it is building knowledge in terms of attributes and their
values and also extracting some meaning, which are supposed to be used in future.

(iii) Recognize: Dedicated to recognize some previously perceived/cognized per-
son, place, action, thing, etc. It is an important aspect for companion robot, e.g. rec-
ognizing an emotion of sadness, a place as kitchen, etc. Depending upon the context
the recognition itself can be at different levels of abstraction. For example, detecting
that there is a person or face in the environment and identifying a particular person,
both are kinds of recognition. In one case it is recognizing a previously known category
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(person) in which the perceived entity belongs to, in the other case it is to recognize a
particular person known previously. In general, it corresponds to recognizing what has
been ’cognized’ by the system. This mostly belongs to level 2 of situation assessment,
as it is more on utilizing the knowledge either learned or provided a priori, hence
’experience’ becomes the dominating factor.

(iv) Track: This layer corresponds to the requirement that the robot should not
only be aware or recognize something, but also should be able to track it during the
course of interaction. Tracking itself can be of various types and multi-modal, e.g.
track a sound, an object, a person, etc. It can also be for various purposes, e.g. to
track in a populated environment a particular person to interact, to track an object for
visual servoing, etc. From this layer, level 3 of situation assessment begins, as tracking
allows to update in time the state of the beforehand entity (person, object, etc.)
and need a ’projection’. Sometimes, for tracking requirements, the recognition can be
overpassed, e.g. tracking something within a given bounding box. And sometimes for
recognizing, a tracking system is required (mainly because of time taking processing
of recognition system). Those situations are handled on case-by-case basis. Therefore,
practically there is a kind of loop between tracking and recognition layers, which is not
explicitly shown for the sake of making main idea of the architecture better visible.

(v) Interact: Corresponds to the high-level perception requirements for inter-
action (with human and environment). For example, activity prediction, perspective
taking, social signal processing, gaze analysis, etc. to interact with the human. To
interact with environment, semantic perception of objects and locations, e.g. objects
which can be pushed/moved by the robot, objects on which someone can sit, etc.
We put such perception reasoning at the top level, interaction, because it needs input
from almost all the layers below and have specific additional analyses requirements for
interaction. It mainly belongs to level 3 of situation assessment, as involves ’predict-
ing’ side of perception, such as predicting the abilities and gaze of agents, affordances
(to sit, push, etc.) in the environment, desire and intention of person, etc.

Note that the main novelty lies in the closed loop aspect of the architecture. As
shown in some preliminary examples in section 5, such as Ex1, we are able to prac-
tically achieve this, which is important to facilitate natural human-robot interaction
process, which can be viewed as: Sense → Build knowledge for interaction → Interact
→ Decide what to sense → Sense →...

2.2 Basic Requirements, Key Attributes and Developments in Progress
In Romeo2 project, we have identified the key attributes and elements of situation
assessment, to be perceived from companion robotics domain perspective, and cate-
gorized along five basic requirements as summarized in table 1. As the functions of
many of the listed modules are obvious, in this section we will briefly describe only
those modules, which we think need some explicit descriptions. Interested reader can
find more detailed descriptions and methods of most of these modules online [20].
I. Perception of Human
People presence: To perceive if there are people present in the robot vicinity or not
and assign unique ID for each detected person.
Face characteristics: To predict age, gender and degree of smile on a detected face.
Face and person tracking: Tracks face, person’s moving head, torso or whole body.
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Table 1. Classification of key requirements, the different aspects and the perception oriented
developments in Romeo2 project

Posture characterization (human): To find position and orientation of different
body parts of the human, shoulder, hand, etc.
Waving detection: To detect if someone is waving his/her hand.
Perspective taking: To perceive reachable and visible places and objects from the
human’s perspective, with the level of effort required to see and reach.
Emotion recognition: To predict basic types of emotions anxiety, anger, sadness,
joy, etc. based on multi-modal audio-video signal analysis.
Speaker localization: To localize spatially the person who is speaking.
Speech rhythm analysis: To analyzing the characterization of speech rhythm by
using acoustic or prosodic anchoring, to extract social signals such as engagement,
etc. Based on the concept of alternation in time of perceptual phenomena.
User attention detection: To detect the attention of the interacting person. Based
on speech and head turning.
User profile: To generate emotional and interactional profile of the interacting user.
Used to dynamically interpret the emotional behavior as well as to build behavioral
model of the individual over a longer period of time.
Intention analysis: To interpret the intention and desire of the user through conver-
sation. The module keeps a state of the dialog and can switch among different topic to
talk. This enhances robot’s ability to predict and help the user based on context. The
context also helps other perception components about what to perceive and where to
focus. Thus, facilitates closing the interaction-sense loop of perception of fig. 3.

II. Perception of Robot Itself
Fall detection: To detect (based on center of mass) if the robot is falling and to take
some self-protection measures with its arms before touching the ground.
Other modules in this category are self-descriptive. However it is worth to mention
that, such modules also provide symbolic level information, such as battery nearly
empty, getting charged, foot touching ground, symbolic posture sitting, standing, stand-
ing in init pose, etc. All these help in achieving one of the aims of Romeo2 project:
sensing for natural interaction with human.
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III. Perception of Object
Object Tracker: It consists of different aspects of tracking, such as moving to track,
tracking a moving object and tracking while the robot is moving.
Semantic perception (object): Extracts high-level meaningful information, such
as object type (chair, table, etc.), categories and affordances (sitable, pushable, etc.)
IV. Perception of Environment
Darkness detection: Estimates based on the lighting conditions of the environment
around the robot.
Sound tracker: To track a sound with the input distance (used to estimate sound
position) and input confidence (used to filter sound location).
Semantic perception (place): Extracts meaningful information from the environ-
ment about places and landmarks (a kitchen, corridor, etc.), builds topological maps.
V. Perception of Stimuli
Contact observer: To be aware of desired or non-desired contacts when they occur,
from interpreting information from various embedded sensors, such as accelerometers,
gyro, inclinometers, joints, IMU and motor torques’. We use three levels of sensing: i)
Detect whenever the robot enters in contacts with its surrounding (human or environ-
ment) on purpose (planed, e.g. take a support, grasp an object) or accidentally (not
planed) or breaks a contact ii) Locate the contact spots, which limbs are eventually
concerned, and where the contact is located on each limb, iii) Measure/estimate the
contact forces if needed in the control (contact formation or contact avoidance).

3 Facilitating Collaborative Development

The two contributions of the paper as discussed above (our perception architecture
and identification of the key perception elements and their categorization based on
basic requirements) together facilitate different partners to identify the aspects to
coordinate and complement each other.

Assume partner A has expertise in X. A identifies its contribution related to X
from the list of requirements summarized in table 1. It finds the fit in requirement
I.(v) Perception of Human: Face Recognition. Then A identifies its fit within layers of
architecture of fig. 3 and finds it between Recognition and Track. Hence, for partner
A, Cognize will be the input for development along its expertise and Track the output.

Hence, each partner identified the precise input requirement and the output levels
along different contribution aspects, in a unified manner. In this way, two partners can
identify complementary roles even to work in same contribution aspects in parallel,
with the agreement of the high-level interface (API). This also allows to identify
multiple input and their status for a particular component, hence easy facilitates
collaborative development of multi-modal perception system. For example, speaker
localizing might use inputs from detection of face and sound direction. This approach
also helps to identify the missing links and blocks and to take decision about who will
supply those, including using some third party components, as the project progresses.

4 NAOqi, a unified functional framework
As mentioned, in Romeo2 project, we are bringing various perception components
not only within a unified conceptual framework as described earlier, but also within
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a unified functional framework. NAOqi, the operating system on the Romeo robot, is
serving for this purpose.

NAOqi (online documentation [20]) framework allows homogeneous communica-
tion between different modules (motion, audio, video), homogeneous programming
and homogeneous information sharing. It has essential features of a robot program-
ming and control. Some of the features, which made it possible to be used for develop-
ment by all the partners of Romeo2 project, having diverse system dependability, pref-
erences and requirements are: Cross-platform, for development in Windows, Linux
or Mac. Cross-language, identical API for different languages C++ and Python.
Introspection, allowing to know, which functions are available in different modules
and where. Very important for consistency in API. Blocking and non-blocking
method calls, in non-blocking calls, a task is created in a parallel thread, enabling
to instruct the robot to do multiple activities, e.g. walking while talking. ALMem-
ory, the robot’s memory, addressing the requirement of having a thread-safe cen-
tralized shared memory across modules. Different modules can read or write data,
which should be available to monitor the state and shape the interaction. Events,
the mechanism of event and subscription through callback methods, help in developing
an efficient reactive multi-modal perception-interaction system. E.g. a FaceReaction
module, having a method onFaceDetected, can subscribe to FaceDetected method of
FaceRecognition module, with the onFaceDetected as callback. This will cause the
face detection algorithm to run, and every time a face is detected, the appropriate
method will be called back.

5 Discussion: Results of Work in Progress, Advantages and
Gateway to Innovation

At the time of writing this paper, most of the modules of table 1 have been achieved
within Naoqi framework. Even some modules, which are evolving, such as User Profile
and Emotion analysis, are available for experimentation and collaborative develop-
ment. We will not go in detail of these individual modules and the results, as those can
be found online [20]. Instead, next we discuss some of the advantages and innovation
potentials, which such modules functioning on a unified platform could bring.

Many times innovations are blocked or even not foreseen because of (i) unavail-
ability of different basic components on a single system or (ii) the lack of capability to
extract and ground symbolic information and the sensor signal. The Romeo2 project
aims to achieve both these aspects. Thus, the project also opens doors of various inno-
vation potentials and serves as base for various other projects, in a practical manner.
Below we outline some of such pointers. Due to space limitation, we will not pro-
vide much technical details, but point to interesting aspects of the various ongoing
experiments and the results obtained so far.

Ex1: One of the practical uses of Romeo2 project is in healthcare. The capability
of multi-modal perception, combining input from the interacting user, the events trig-
gered by other perception components, and the centralized memorization mechanism
of robot, help to achieve the goal by dynamically shaping the interaction.

For example, a medication monitoring service component developed by one partner
can influence the ongoing user-robot interaction by a dialog based module developed
by other partner. The medication component fires the event ”take medication” at
appropriate time. If the perception says that the user has not taken the medication, the
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Fig. 4. Subset of topics for interaction (right), and their dynamic activation levels based on
multi-modal perception and events.

dialogue module reacts to these events by increasing the activation for the medication
topic, and eventually deciding to talk about the medication of the user.

To demonstrate we programmed an extensive dialogue with 26 topics that shows
the capabilities of the Romeo robot. During this dialogue the user often interrupts
Romeo to quickly ask a question, this leads to several ’conflicting’ topics in the dia-
logue manager. The activation of different topics during an interaction over a period
is shown in fig. 4. The plot shows that around the 136th second the user has to take
his medicine, but the memory about the assessed situation indicates that the user has
ignored and not yet taken the medicine, resulting into the robot urging the user to
take his medication (pointed by blue arrow), and surpassing the activity, which was
indicated by the user during the conversation, to engage in reading a book (pointed
by dotted arrow in dark green). Hence, a close loop between the perception and in-
teraction is getting achieved in a real time, dynamic and generalized manner.

Ex2: Fig. 5(a) shows situation assessment of the environment and objects at the
level of semantics and affordances, such as there is a ’table’ recognized at position X,
and this belongs to an affordance category on which something can be put. Fig. 5(b)
show situation assessment by perspective taking, in terms of abilities of the human.
This enables the robot to infer that the sitting human (as shown in fig. 5(c)) will be
required to stand up and lean forward to see and take the object behind the box.
Thanks to the combined reasoning of (a) and (b), the robot will be able to make the
object accessible to the human by placing it on the table (knowing that something
can be put on it), at a place reachable and visible by the human with least effort
(through the perspective taking mechanism), as shown in fig. 5(c).

In Romeo2 we aim to go even further and combine the reasoning about abili-
ties and efforts of agents, and affordances of environment, to perceive the situation
and ground the interaction, for human-level understanding of task semantics through
demonstration, for proactive behaviors developments in the robot, etc. Some comple-
mentary studies in those directions, [21], [22], well provide supporting evidences for
such innovation potentials.

Ex3: Analyzing verbal and non-verbal behaviors such as head direction (e.g. on-
view or off-view detection) [17], speech rhythm (e.g. on-talk or self-talk) [24], laugh
detection [26] and their dynamics (e.g. synchrony [7]), combined with acoustic analysis
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(a) (b) (c)
Fig. 5. High-level situation assessment. (a) The semantics map of the environment built by
the robot with recognized objects (tables, chairs, trash can, etc.) along with the associated
affordances information (to put on, to sit, etc.). (b) Effort and Perspective taking based
situation assessment. The robot estimates that the person currently sitting on the sofa will
be required to stand and lean forward to see the small object behind the big object. (c)
Combining (a) and (b), the robot will be able to make the object accessible to the human,
by placing it on appropriate affording support at appropriate place.

(e.g. spectrum) and prosodic analysis (e.g. mainly the fundamental frequency and
energy) altogether greatly allows to improve social engagement characterization of
the human during interaction, to better characterize the emotions and social signals,
the fundamental for social intelligence. One of the aspects for situation assessment
during interaction is discrimination between On-talk and Self-Talk. On-talk is system
directed speech whereas Self-Talk is audible or visible talk people use to communicate,
known to reflect the cognitive load of the user, especially for elderly.

Fig. 6. Self-talk detection

To demonstrate the strength of multi-modality of
Roemo2 in improving detection of such situations, in a
context of assistance to elderly people with Mild Cogni-
tive Impairments, we collected a database of human-robot
interaction during sessions of cognitive stimulation. The
preliminary result with 14 users shows that on a 7 level
evaluation scheme, the average scores for questions, ”Did
robot show any empathy?”, ”Was it nice to you?”, ”Was
it polite?” were 6.3, 6.2, 6.4 respectively. In addition, the
multi-modality combination of the rhythmic, energy and pitch characteristics seems
to be elevating the detection of self-talk as shown in table of fig. 6.

Fig. 7. Face, shoulder and face orienta-
tion detection of two interacting people.

Ex4: Inferring face gaze using embedded
optic sensors (as illustrated in fig. 7), com-
bined with sound localization using audio
sensors and object detection, altogether pro-
vides enhanced knowledge about who might
be speaking in a multi-people human-robot
interaction, and further facilitates analyzing
the attention and intention.

To demonstrate this, we have experi-
mented with two speakers initially speaking
at the different sides of the robot. Then they
slowly move towards each other and eventually separate away. The graph in fig. 8
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shows the preliminary result for the sound source separation by the system based
on beamforming. The left part (BF-SS) shows when only the audio signal is used.
However, thanks to the rich multi-modal perception, when the system uses the visual
information combined with the audio signals, the performance is better (AVBF-SS),
which is evident in all the three types of analyses: signal-to-interference ratio (SIR),
Signal-to-Distortion Ratio(SDR) and signal to artifact (SAR) ratio.

Fig. 8. Separation of two sound
sources, only audio based (BF-SS)
and audio-video based (AVBF-SS).

Ex5: The emotion analysis is significantly en-
riched, when the rich information about visual
smile detection, audio speech rhythm analysis and
the user profile along several dimensions (extraver-
sion, emotionality, dominance, optimism, affinity,
self-confident) are available. Further, the fusion be-
tween visual clue and the analysis of lexical content
open doors for automated context extraction, and
helps in not only for better interaction grounding
but also for making the interaction interesting, like
doing humor, [15].

Basis for further exploration The project is
not only identifying innovative aspects but also ad-
dressing new research challenges, which arise when
such different blocks should be functioning together. All together, it is serving as
a solid elevated perception system, as base for various other projects. E.g. in EARS
project [9], which aims to develop the fundamentals for a natural dialogue between hu-
mans and robots in adverse acoustical environments, JOKER project [15], which aims
to create a human-robot interaction system with social and affective communication
skills including humor and other informal socially-oriented behaviors.

6 Conclusion and Future Work
In this paper, we have provided an overview of the rich multi-modal perception and
situation assessment system within the scope of Romeo2 project. We have presented
our sensing-interaction perception architecture and the key perception components
requirements. Using both, we have outlined our collaborative development approach,
which simplifies the identification of dependencies and facilitates parallel develop-
ments. Further, we have pointed towards some of the work in progress innovation
potentials, achievable through such a system and how it is practically closing the
sensing-interaction loop. In this way, the paper not only aims to present desired capa-
bilities and key functional requirements for a companion robot, but also could serve
as guideline in different context such as robot co-worker.
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