On the number of optimal identifying codes in a twin-free graph
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A B S T R A C T

Let G be a simple, undirected graph with vertex set V. For v ∈ V and r ≥ 1, we denote by B C, r (v) the ball of radius r and centre v. A set C ⊆ V is said to be an r-identifying code in G if the sets B C, r (v) \ C, v ∈ V, are all nonempty and distinct. A graph G which admits an r-identifying code is called r-twin-free or r-identifiable, and in this case the smallest size of an r-identifying code in G is denoted by γ ID r (G).

We study the number of different optimal r-identifying codes C, i.e., such that |C| = γ ID r (G), that a graph G can admit, and try to construct graphs having “many” such codes. © 2014 Elsevier B.V. All rights reserved.

1. Introduction

We introduce basic definitions and notation for graphs (for which we refer to, e.g., [1,5]) and for identifying codes (see [12] and the bibliography at [13]).

We shall denote by G = (V, E) a simple, undirected graph with vertex set V and edge set E, where an edge between x ∈ V and y ∈ V is indifferently denoted by [x, y], [x, y], xy or yx. The order of a graph is its number of vertices |V|.

A path P n = x 1 x 2 . . . x n is a sequence of n distinct vertices x i , 1 ≤ i ≤ n, such that x i x i + 1 is an edge for i ∈ {1, 2, . . . , n − 1}. The length of P n is its number of edges, n − 1.

A graph G is called connected if for any two vertices x and y, there is a path between them. It is called disconnected otherwise. In a connected graph G, we can define the distance between any two vertices x and y, denoted by d G (x, y), as the length of any shortest path between x and y, since such a path exists. This definition can be extended to disconnected graphs, using the convention that d G (x, y) = +∞ if there is no path between x and y.

For any vertex v ∈ V and integer r ≥ 1, the ball of radius r and centre v, denoted by B C, r (v), is the set of vertices within distance r from v:

B C, r (v) = {x ∈ V : d G (v, x) ≤ r}.

Two vertices x and y such that B C, r (x) = B C, r (y) are called (G, r)-twins; if G has no (G, r)-twins, that is, if

∀x, y ∈ V with x ≠ y, B C, r (x) ≠ B C, r (y),

then we say that G is r-twin-free or r-identifiable. When there is no ambiguity about the graph G, we may use simply B r (v).
Whenever two vertices $x$ and $y$ are within distance $r$ from each other in $G$, i.e., $x \in B_r(y)$ and $y \in B_r(x)$, we say that $x$ and $y$ $r$-cover each other. When three vertices $x$, $y$, and $z$ are such that $x \in B_r(z)$ and $y \notin B_r(z)$, we say that $z$ $r$-separates $x$ and $y$ in $G$ (note that $z = x$ is possible). A set is said to $r$-separate $x$ and $y$ in $G$ if it contains at least one vertex which does not see them.

A code $C$ is simply a subset of $V$, and its elements are called codewords. For each vertex $v \in V$, the $r$-identifying set of $v$, with respect to $C$, is the set of codewords $r$-covering $v$, and is denoted by $I_{G,C}(r)(v)$:

$$I_{G,C}(r)(v) = B_{G,r}(v) \cap C.$$ 

We say that $C$ is an $r$-dominating code in $G$ if all the sets $I_{G,C}(r)(v)$, $v \in V$, are nonempty (see, e.g., [8] or [9] on the large topic of domination).

We say that $C$ is an $r$-identifying code [12] if all the sets $I_{G,C}(r)(v)$, $v \in V$, are nonempty and distinct: in other words, every vertex is $r$-covered by at least one codeword, and every pair of vertices is $r$-separated by at least one codeword. Or: given the (nonempty) identifying set $I_{G,C}(r)(v)$ of an unknown vertex $v \in V$, we can uniquely recover $v$ (we also say that we $r$-identify $v$).

It is quite easy to observe that a graph $G$ admits an $r$-identifying code if and only if $G$ is $r$-twin-free; this is why $r$-twin-free graphs are also called $r$-identifiable.

When $G$ is $r$-twin-free, we denote by $\gamma_{ID}^r(G)$ the smallest cardinality of an $r$-identifying code in $G$. Any $r$-identifying code $C$ such that $|C| = \gamma_{ID}^r(G)$ is said to be optimal. The search for an optimal $r$-identifying code in given graphs or families of graphs is an important part of the studies devoted to identifying codes. In general, this problem is NP-hard [3].

Lemma 1. If $r \geq 1$ and $G$ is an $r$-twin-free graph of order $n$, then

$$\gamma_{ID}^r(G) \geq \lceil \log_2(n+1) \rceil.$$ 

Proof. Any $r$-identifying code $C$ in $G$ must provide $n$ nonempty $r$-identifying sets to the $n$ vertices of $G$, therefore $2^{|C|} - 1 \geq n$. □

One application of identifying codes is the following: we place ourselves in the case $r = 1$ and assume that we have to protect a museum, or any other type of premises, using smoke detectors. The museum can be viewed as a graph, where the vertices represent the rooms, and the edges, the doors between rooms. The detectors are located in some of the rooms and give the alarm whenever there is smoke in their room or in one of the adjacent rooms. If there is smoke in one room and if the detectors are located in rooms corresponding to a 1-identifying code, then, only by knowing which detectors gave the alarm, we can identify the room where someone is smoking.

In this paper, following [15, 14] where the notion of “completely different codes” is discussed in the framework of infinite lattices, we are interested in finding graphs which have a large number of different optimal $r$-identifying codes (Section 3). Typically, we shall construct graphs of order $n$ which admit $2^{\alpha n}$ different optimal $r$-identifying codes, and we want to have $\alpha$ as close to 1 as possible. Our results are:

- $\approx 2^{0.770038 \times n}$ for $r = 1$ (Theorem 11);
- $[2^{\gamma_{ID}^r(G)} - \varepsilon n]$ for $r \geq 1$ and any $\varepsilon > 0$ (Corollary 16), knowing that $\gamma_{ID}^r(G) \approx 0.664$.

Considering again our example of the watching of a museum, this means that we want not only to use the smallest possible number of detectors, but also to have a large number of choices for their locations.

Note that if we are interested in the number of $r$-identifying codes that a graph $G$ can admit (without requiring optimality), then, using Lemma 1, we obtain the upper bound

$$\sum_{i=\lceil \log_2(n+1) \rceil}^{n} \binom{n}{i} = 2^n - \sum_{i=0}^{\lceil \log_2(n+1) \rceil - 1} \binom{n}{i}.$$ 

On the other hand, consider the graph $G = (V, E)$ with $V = Z_q \times Z_q$ and $E = \{(x = (a, b), y = (c, d)) : a = c \text{ or } b = d\}$, i.e., $G$ is a $q \times q$ square array of vertices in which any two vertices are adjacent if and only if they are on the same row or column (identifying codes in these graphs are studied in [7]). Then any subset of $V$ containing at least two vertices in every row and every column is a 1-identifying code: a vertex $v$ which has in its 1-identifying set two codewords belonging to the same row is itself in this row, the same is true for columns, and the position of $v$ is uniquely determined (note that these codes are not optimal, see [7]). Now there are exactly $(q + 1)^2$ subsets of vertices with at most one vertex in, say, the first row, and therefore at most $q^2(q + 1)2^{q^2 - q}$ codes which are not 1-identifying, so almost all of the $2^{q^2}$ subsets of $V$ are 1-identifying: if we set $n = q^2$, we have at least

$$2^n \left(1 - \frac{n(\sqrt{n} + 1)}{2\sqrt{n}}\right)$$ 

1-identifying codes in $G$.

In comparison, some results are known for 1-dominating codes with respect to minimality (for inclusion): it has been proved in [6] that graphs with $n$ vertices exist which admit $2^{0.651n}$ different minimal 1-dominating codes, and that any
graph with \( n \) vertices admits at most \( 2^{0.779n} \) different minimal 1-dominating codes; the upper bound is obviously valid also for optimal codes, and the lower bound is obtained by a construction which works for optimal codes too. See also [4]. The clique on \( n \) vertices is an obvious example where all the \( 2^n - 1 \) nonempty subsets of vertices are 1-dominating codes.

In [11], we study not the number, but the ensemble of all the optimal \( r \)-identifying codes in a graph, in particular the distances between optimal codes; the same is done for 1-dominating codes, and for 1-locating-dominating codes – which we do not define here – in the short note [10].

2. Basic facts

Before we proceed, we need some additional definitions, as well as some easy but useful lemmas. In particular, the following trivial lemma will often be used implicitly.

**Lemma 2.** Let \( G = (V, E) \) be a graph. If \( C \) is \( r \)-identifying in \( G \), so is any \( D \supseteq C \). \( \square \)

**Definition 3.** Let \( G = (V, E) \) be a graph. Its \( r \)-th power, or \( r \)-th transitive closure, is the graph denoted by \( G^r = (V, E^r) \) and defined by \( E^r = \{ xy : x \in V, y \in V, d_G(x, y) \leq r \} \).

**Lemma 4.** Let \( r \geq 1 \) and \( s \geq 1 \) be two integers. A code \( C \) is \((r{s})\)-identifying in \( G \) if and only if it is \( r \)-identifying in \( G^s \).

**Proof.** For any two vertices \( u, v \in V \), we have \( d_{G^s}(u, v) \leq r \) if and only if \( d_G(u, v) \leq rs \). \( \square \)

**Lemma 5** ([2, Lemma 1(i) and Remark 3]). Let \( r \geq 1 \), let \( G \) be a path, and let \( C \) be a subset of vertices of \( G \). If all vertices are \( r \)-covered by \( C \) and all pairs of consecutive vertices are \( r \)-separated by \( C \), then \( C \) is \( r \)-identifying in \( G \). \( \square \)

**Definition 6.** Let \( G = (V, E) \) be a graph. A code \( C \) is said to be \( r \)-separating if all the sets \( I_{C,C}(v), v \in V \), are distinct; we say that \( C \) is \( r \)-separating-only if all the sets \( I_{C,C}(v), v \in V \), are distinct and one of them is empty.

We denote by \( \chi^r_s(G) \) the smallest size of an \( r \)-separating-only code in \( G \), when such a code exists, and we say that \( C \) is an optimal \( r \)-separating-only code if \( |C| = \chi^r_s(G) \).

**Lemma 7.** If an \( r \)-separating-only code exists in a graph \( G \), then an \( r \)-identifying code also exists, but the converse is not true. Moreover, we have:

\[
\gamma_{ID}^r(G) \geq \chi^r_s(G) \geq \gamma_{ID}^r(G) - 1, \quad \text{(1)}
\]

and if \( \chi^r_s(G) = \gamma_{ID}^r(G) - 1 \), then all optimal \( r \)-separating codes are \( r \)-separating-only.

**Proof.** The paths \( P_2 \) and \( P_4 \) are examples of graphs admitting 1-identifying codes but no 1-separating-only code. If \( C \) is an \( r \)-separating-only code in \( G \), with the vertex \( v \) not \( r \)-covered by \( C \), then \( C \cup \{v\} \) is \( r \)-identifying in \( G \); this argument also shows that \( \gamma_{ID}^r(G) \leq |C| + 1 \).

The first inequality and the last assertion are obvious. \( \square \)

**Lemma 8.** Let \( G_0 \) be a graph of order \( n_0 \), admitting \( S_0 \) different optimal \( r \)-identifying codes and \( \sigma_0 \) different optimal \( r \)-separating-only codes. For \( p \geq 1 \), let \( G \) be the graph consisting of \( p \) copies of \( G_0 \). Then \( G \) has \( n = pn_0 \) vertices, admits

\[
(S_0)^p = 2^{\log_2 S_0} n
\]

different optimal \( r \)-identifying codes, which are of size \( p \gamma_{ID}^r(G_0) \), and admits

\[
p \sigma_0 (S_0)^{p-1}
\]
different optimal \( r \)-separating-only codes, of size \( \chi^r_s(G_0) + (p - 1) \gamma_{ID}^r(G_0) \).

**Proof.** The only way to construct an \( r \)-identifying code in \( G \) is to take an \( r \)-identifying code in each copy, and for optimality to take an optimal code in each copy.

The only way to construct an \( r \)-separating-only code in \( G \) is to take one \( r \)-separating-only code in one copy, and one \( r \)-identifying code in each of the other copies, and for optimality to take an optimal code in each copy.

In both cases, all the choices are independent. \( \square \)

The next proposition and lemma deal with the case \( r = 1 \).
Proposition 9. Let $G_0$ be a graph of order $n_0 \geq 2$, admitting $S_0$ different optimal 1-identifying codes and $\sigma_0$ different optimal 1-separating-only codes. We assume that

$$\chi_1^S(G_0) = \gamma_1^{ID}(G_0) - 1.$$  \hspace{1cm} (2)

For $p \geq 2$, let $G = (V, E)$ be the graph consisting of $p$ copies of $G_0$. Let $x$ be a vertex not belonging to $V$ and $G(x)$ be the graph with vertex set $V(x) = V \cup \{x\}$ and edge set $E(x) = E \cup \{(x, y) : y \in V\}$; we say that $x$ is a universal vertex. We denote by $S(G(x))$ (respectively, $\sigma(G(x))$) the number of different optimal 1-identifying (respectively, 1-separating-only) codes of $G(x)$.

Then the graph $G(x)$ has $n = pn_0 + 1$ vertices and the set $C$ of optimal 1-identifying codes in $G(x)$ is equal to the union of

- (a) the set $C_1$ of all the optimal 1-identifying codes in $G$, and of
- (b) the set $C_2$ of all the sets $\{x\} \cup C$, where $C$ is an optimal 1-separating-only code in $G$.

These codes have size $p \gamma_1^{ID}(G_0)$. The number $S(G(x))$ verifies

$$S(G(x)) = (S_0)^p + p \sigma_0 (S_0)^{p-1}.$$  \hspace{1cm} (3)

Also, the set $C_3$ of optimal 1-separating-only codes in $G(x)$ is equal to

- (c) the set $C_4$ of all the codes which are optimal 1-separating-only in $G$.

These codes have size $p \gamma_1^{ID}(G_0) - 1$, and the number $\sigma(G(x))$ verifies

$$\sigma(G(x)) = p \sigma_0 (S_0)^{p-1}.$$  \hspace{1cm} (4)

Proof. (i) Let $C$ be a 1-identifying code in $G$: the sets $I_{G,C}((v), v \in V$, are all different and nonempty. Now let us consider the same code $C$ in $G(x)$; we have $I_{G(x),C}((v), x \in V)$, and this nonempty set is different from all the other 1-identifying sets, because there are at least two copies of $G_0$, so one copy cannot contain all the codewords. This proves that $C$ is also 1-identifying in $G(x)$. Hence $\gamma_1^{ID}(G(x)) \leq \gamma_1^{ID}(G)$.

(ii) Let $C$ be an optimal 1-identifying code in $G(x)$, containing $x$. Since $x$ cannot 1-separate any pair of vertices in $G$, its only purpose as a codeword is to 1-cover some vertices not 1-covered by any other codeword; because these vertices are 1-separated by $C$, only one of them, which we denote by $c$, can be such that $I_{G(x),C}((c), (c) \cup \{v\})$ is also optimal and 1-identifying in $G(x)$. Now $C^* = C \cup \{x\}$ is 1-identifying in $G$. Therefore, $\gamma_1^{ID}(G) \leq \gamma_1^{ID}(G(x))$.

(iii) By (i) and (ii), any optimal 1-identifying code in $G$ is an optimal 1-identifying code in $G(x)$, the inclusion $C_1 \subseteq C$ is proved, and

$$\gamma_1^{ID}(G(x)) = \gamma_1^{ID}(G).$$  \hspace{1cm} (5)

(iv) Let $C$ be a 1-separating-only code in $G$: the sets $I_{G,C}((v), v \in V$, are all different and nonempty, except for a unique vertex $v_0$, which is such that $I_{G,C}((v_0), v_0) = \emptyset$. Now $C^* = C \cup \{x\}$ is 1-identifying in $G(x)$, because $I_{G(x),C^*}((x), (x))$ and $I_{G(x),C}((v_0), v_0) = \{x\}$ are unique 1-identifying sets; in particular, no vertex other than $x$ can have $C^*$ as its 1-identifying set, because, $G_0$ being of size at least two, the codewords of $C$ cannot be all in one of the $p$ copies ($p \geq 2$). Now, using, for $G$, Lemma 8 with $r = 1$, the assumption (2), and equality (5), we have:

$$\chi_1^S(G) = \chi_1^S(G_0) + (p - 1) \gamma_1^{ID}(G_0) - 1 = \gamma_1^{ID}(G) - 1 = \gamma_1^{ID}(G(x)) - 1.$$  \hspace{1cm} (6)

Therefore, if $C$ is an optimal 1-separating-only code in $G$, then $C \cup \{x\}$ is an optimal 1-separating-only code in $G(x)$, of size $p \gamma_1^{ID}(G_0)$, and the inclusion $C_2 \subseteq C$ is proved.

(v) We now prove that $C \cup \{x\} \cup C_2$. Let $C$ be an optimal 1-identifying code in $G(x)$. If $C$ does not contain $x$, then $C$ is 1-identifying also in $G$, and by (5), $C$ is optimal in $G$. If $C$ contains $x$, then $C \cup \{x\}$ is 1-separating-only in $G(x)$ (otherwise, $x$ is a useless codeword in $C$ and is not optimal in $G(x)$), and by (5) and the right-hand-side inequality in (1), it is optimal in $G$.

(vi) We have just proved that $C_1 \subseteq C_2$. Therefore, the number of optimal 1-identifying codes in $G(x)$ is equal to the number of optimal 1-identifying codes in $G$, plus the number of optimal 1-separating-only codes in $G$, the latter number being equal to $p \sigma_0 (S_0)^{p-1}$. This proves equality (3).

(vii) Let $C$ be a 1-separating-only code in $G$: the sets $I_{G,C}((v), v \in V$, are all different and nonempty, except for a unique vertex $v_0$, which is such that $I_{G,C}((v_0), v_0) = \emptyset$. Now $I_{G(x),C}((v), (v))$ is different from all the other 1-identifying sets, because, $G_0$ being of size at least two, the codewords cannot be all in one of the $p$ copies ($p \geq 2$); so $C$ is 1-separating-only in $G(x)$. Using the right-hand-side inequality in (1), and (6), we have:

$$\chi_1^S(G(x)) \geq \gamma_1^{ID}(G(x)) - 1 = \chi_1^S(G),$$

which shows that if $C$ is an optimal 1-separating-only code in $G$, then it is an optimal 1-separating-only code in $G(x)$ (and $\chi_1^S(G(x)) = \chi_1^S(G)$); this proves the inclusion $C_3 \subseteq C_2$. Such codes have size $p \gamma_1^{ID}(G_0) - 1$, as we already observed.

(viii) We now prove that $C_3 \subseteq C_4$. Let $C$ be an optimal 1-separating-only code in $C$. Then $C$ does not contain $x$, $C$ is 1-separating-only in $G$, and the same argument on cardinalities as before shows that it is optimal in $G$.

(ix) The equality (4): $\sigma(G(x)) = p \sigma_0 (S_0)^{p-1}$ immediately follows. \square
We now study the properties of the cube, which will be used in subsequent constructions.

**Lemma 10.** Let \( G_0 = (V_0, E_0) \) be the three-dimensional cube. This graph admits \( S_0 = 56 \) different optimal 1-identifying codes and \( \sigma_0 = 32 \) different optimal 1-separating-only codes.

**Proof.** It is straightforward to observe that \( \gamma_1^D(G_0) = 4 \), and that, up to symmetries, the six different types of 4-subsets of \( V_0 \) are given in Fig. 1(a)–(f). If the black vertices represent the codewords, then (a), (c), (d) and (f) give 1-identifying codes, the numbers of which are 6, 24, 24 and 2, respectively; (b) and (e) give 8 and 6 codes, respectively, which are not 1-identifying: in (b), because it is not 1-covered by any codeword, and in (e) because, among others, \( v \) and \( w \) are not 1-separated by any codeword.

The optimal 1-separating-only codes have size three, and there are two types of them: see Fig. 1(g)–(h), where there are \((4 \cdot 6) + 8 = 32\) such optimal codes. \( \square \)

### 3. The number of optimal \( r \)-identifying codes

#### 3.1. The case \( r = 1 \)

We are going to use the three-dimensional cube, studied in Lemma 10, as our first-level brick, with which we shall construct a graph consisting of \( k_1 \) copies of it together with a universal vertex \( x_1 \). This new graph will then be used as a second-level brick with which we shall construct a graph consisting of \( k_2 \) copies of it together with a universal vertex \( x_2 \), and so on. At each level, the graph is connected, we know the number of vertices and, thanks to Proposition 9, we know the number of optimal 1-identifying codes and the number of 1-separating-only codes, as well as the fact that the size of an optimal 1-identifying code is equal to the size of an optimal 1-separating-only code plus one, which allows us to go to the next level and compute again these numbers.

Our construction starts with \( k_1 \) copies of the cube, \( k_1 \geq 2 \), yielding a graph with \( 8k_1 + 1 \) vertices, admitting at least

\[
56^{k_1} + 32 \cdot k_1 \cdot 56^{k_1-1}
\]

optimal 1-identifying codes of size \( 4k_1 \) and

\[
32 \cdot k_1 \cdot 56^{k_1-1}
\]

optimal 1-separating-only codes of size \( 4k_1 - 1 \). At the next level, we have, for \( k_2 \geq 2 \), a graph with \( k_2(8k_1 + 1) + 1 \) vertices, admitting at least

\[
(56^{k_1} + 32 \cdot k_1 \cdot 56^{k_1-1})k_2 + k_2(56^{k_1} + 32 \cdot k_1 \cdot 56^{k_1-1})k_2-1 \cdot 32 \cdot k_1 \cdot 56^{k_1-1}
\]

optimal 1-identifying codes of size \( 4k_1k_2 \) and

\[
k_2(56^{k_1} + 32 \cdot k_1 \cdot 56^{k_1-1})k_2-1 \cdot 32 \cdot k_1 \cdot 56^{k_1-1}
\]

optimal 1-separating-only codes of size \( 4k_1k_2 \), and so on; we go on until we stop at a certain level \( h \), where we know the number of vertices and the number of optimal 1-identifying codes, which depend on the \( k_j \)'s, \( 1 \leq j \leq h \); so that we can, in principle, optimize \( h \) and the \( k_j \)'s in order to obtain the graph where the number of optimal 1-identifying codes, written as \( 2^{a_n} \), where \( n \) is the order of the final graph, has the largest \( a \).

Once this optimal graph, or a suboptimal one, is obtained, with a fixed order \( n_0 \), we can take \( p \) copies of it and obtain an infinite family of graphs, with order \( n = pn_0 \), admitting, by Lemma 8, \( (2^{a_n})^p = 2^{a \cdot n} \) optimal 1-identifying codes.

Already the expressions in (7)–(10) show that it is difficult, both analytically and computationally, to extract the best coefficient \( \alpha \). If we choose to consider ten levels, then the best is to take \( k_1 = k_2 = \cdots = k_9 = 3 \) and \( k_{10} = 4 \), for which we reach \( \alpha \approx 0.77003 \) (for 669,221 vertices). Finally, this graph can be made connected using a universal vertex without changing significantly the result on \( \alpha \), and so the following theorem holds.

**Theorem 11.** There exist infinitely many connected graphs with \( n \) vertices admitting approximately \( 2^{0.77003 \cdot n} \) different optimal 1-identifying codes. \( \square \)
Theorem 13. For every $r \geq 2$ and $k \geq 3$, there exists a tree $T_{k,r}$ of order $n = kr + 1$, admitting

$$S_{k,r} = k \left( \frac{k}{2} \right)^{r-1} - \left( \frac{k-1}{2} \right)^{r-1}$$

(11)

different optimal $r$-identifying codes, of size $2(r-1) + k - 1$.

**Remark 12.** Assume that we have a graph $G_0$ with $n_0$ vertices, admitting $S_0 = 2^{\sigma_0}$ optimal 1-identifying codes for some $\alpha \in [0, 1]$, and that $G_0$ also admits $\alpha_0$ optimal 1-separating-only codes, the size of which is assumed to be equal to $\gamma_1^{ID}(G_0) - 1$; actually, for our purpose, it is sufficient to have just one 1-separating-only code of size $\gamma_1^{ID}(G_0) - 1$. If we take $p$ copies of $G_0$, we obtain a graph $G$ with $n = pn_0$ vertices, admitting $2^{\alpha_0} \sigma_0$ optimal 1-identifying codes. But if we add a universal vertex $x$ to $G$, then, thanks to Proposition 9, the graph $G(x)$, whose order is $pn_0 + 1$, has $(S_0)p + p\alpha_0(S_0)^{\rho-1} = 2^{\beta(n+1)}$ solutions; now for $p$ large enough (namely $p > \alpha_0/n_0$), and because $\alpha_0 > 0$, we have:

$$n_0 \log_2 \left( 1 + p \frac{\sigma_0}{S_0} \right) > n_0 \geq \alpha n_0 = \log_2(S_0),$$

which implies that

$$\frac{p \log_2(S_0) + \log_2(1 + p \frac{\sigma_0}{S_0})}{pn_0 + 1} > \frac{p \log_2(S_0)}{pn_0},$$

which in turn implies that

$$\frac{\log_2((S_0)p + p\alpha_0(S_0)^{\rho-1})}{n + 1} > \frac{\log_2(S_0)^p}{n},$$

i.e., $\beta > \alpha$. This means that, provided that some conditions on $G_0$ hold, we can always slightly improve on the coefficient $\alpha$.

Note that these conditions are satisfied by the three-dimensional cube and by the graphs constructed using this cube in the way described above.

**Open problem 1.** Improve significantly on Theorem 11.

**Open problem 2.** Find a nontrivial upper bound on the number of different optimal 1-identifying codes that a graph can have.

One upper bound is obviously $S_n^{\gamma_1^{ID}(G)}$, for which an upper bound is $S_n^{\gamma_1^{ID}(G)}$; for large $n$, the number $S_n^{\gamma_1^{ID}(G)}$ can be approximated by Stirling’s formula, which uses the binary entropy of $\gamma_1^{ID}(G)/n$. This in turn gives an interval of the form $I = \left[ \frac{n}{2} - \lambda n, \frac{n}{2} + \lambda n \right]$ where $\gamma_1^{ID}(G)/n$ must lie if we want to obtain a coefficient better than $\alpha \approx 0.77003$. Unfortunately, this interval is too large to be of interest, since we obtain $I \approx [0.22n, 0.78n]$. We conjecture however that the graphs $G$ with maximum number of optimal 1-identifying codes have $\gamma_1^{ID}(G)$ close to $n/2$.

If we go back to the upper bound $2^{0.779n}$ for the number of different optimal 1-dominating codes mentioned at the end of the Introduction, obviously, because optimality is required, we cannot apply it directly to 1-identifying codes, although any $r$-identifying code is $r$-dominating. This bound is obtained through a recursive algorithm which lists all minimal 1-dominating codes of a graph on $n$ vertices, and is based on induction; the technique seems extremely difficult to adapt to the case of 1-identifying codes.

3.2. The general case

**Theorem 13.** For every $r \geq 2$ and $k \geq 3$, there exists a tree $T_{k,r}$, of order $n = kr + 1$, admitting

$$S_{k,r} = k \left( \frac{k}{2} \right)^{r-1} - \left( \frac{k-1}{2} \right)^{r-1}$$

(11)

different optimal $r$-identifying codes, of size $2(r-1) + k - 1$. 
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Corollary 14. For every $p \geq 1$, $r \geq 2$ and $k \geq 3$, there exists a forest $F_{p,k,r}$, of order $n = p(kr + 1)$, admitting
\begin{equation}
S_{p,k,r} = \frac{n}{2^{p}r + \log_2(k^2 - k)} = \frac{2^{p}r + \log_2(k^2 - k)}{10}
\end{equation}
different optimal $r$-identifying codes, of size $p(2(r - 1) + k - 1)$.

Proof. Simply consider $p$ copies of the tree $T_{k,r}$ and apply Lemma 8. □

For $r = 2$, equality (12) reduces to $S_{p,k,2} = \frac{n}{2^{p}r + \log_2(k^2 - k)}$, whose maximum over integers is reached for $k = 4$, yielding $S_{p,4,2} = \frac{2^{p}r + \log_2(k^2 - k)}{2^{10}} \approx 2^{0.398n}$ different optimal 2-identifying codes.

For $r = 3$, equality (12) reaches its maximum over integers for $k = 5$, yielding $S_{p,5,3} = \frac{2^{p}r + \log_2(k^2 - k)}{2^{12}} \approx 2^{0.520n}$ different optimal 3-identifying codes.

Table 1 shows that for the first values of $r$ but $r = 2$, $k = 5$ provides for the maximum number of $r$-identifying codes in $F_{p,k,r}$.

However, as we are now going to see, for all values of $r$, including $r = 1$, we can come as close to $2^{\frac{1 + \log_2 5}{n}} \approx 2^{10.664n}$ as we want; to do this, we first carry out computations on the exponent of 2 in (12) for a fixed $k$ and a growing $r$: if
\begin{align*}
\alpha &= \frac{n}{kr + 1} \log_2 (\frac{k}{2})^{r-1} - (\frac{k-1}{2})^{r-1}) \\
\end{align*}
then
\begin{align*}
\alpha &= \frac{n}{kr + 1} \log_2 (\frac{k(k-1)^{r-1}}{2^{r-1}} - (k-2)^{r-1}) \\
&= \frac{n}{kr + 1} \log_2 (\frac{k'(k-1)^{r-1}}{2^{r-1}} - (k-2)^{r-1}) \\
&= \frac{n}{kr + 1} \log_2 \frac{k'(k-1)^{r-1}}{2^{r-1}} + \frac{n}{kr + 1} \log_2 (1 - (\frac{k-2}{k})^{r-1}).
\end{align*}
Now we can see that for every \( \varepsilon > 0 \), there exists \( r_1 \) such that for all \( r \geq r_1 \), we have
\[
\alpha > \frac{n}{kr + 1} \log_2 \left( \frac{k^r (k - 1)^{r-1}}{2^{r-1}} \right) - n\varepsilon_1 = \frac{n}{kr + 1} \left( r \log_2 k + (r - 1) \log_2 \frac{k - 1}{2} \right) - n\varepsilon_1
\]
\[
= n \log_2 k + \log_2 (k - 1) - 1 - n \left( \frac{\log_2 k}{k(kr + 1)} + \frac{k + 1}{k(kr + 1)} \log_2 \frac{k - 1}{2} \right) - n\varepsilon_1.
\]
For every \( \varepsilon_2 > 0 \), there exists \( r_2 \) such that for all \( r \geq \max(r_1, r_2) \), we have
\[
\alpha > n \log_2 k + \log_2 (k - 1) - 1 - n\varepsilon_1 - n\varepsilon_2.
\]
The factor \( \frac{\log_2 k + \log_2 (k - 1) - 1}{k} \) of \( n \) is the largest for \( k = 5 \), when it is equal to \( \frac{1 + \log_2 5}{5} \approx 0.664 \), so that we have established the following result.

**Theorem 15.** For every real \( \varepsilon > 0 \), there exists an integer \( r_0 \) such that for every integer \( r \geq r_0 \), there exist infinitely many forests with \( n = pr + 1 \) vertices, admitting \( \lfloor 2^{1 + \log_2 5} - \varepsilon \rfloor \) different optimal \( r \)-identifying codes. \( \square \)

The main result of this section is now simply a consequence of Theorem 15, valid for all values of \( r \), including \( r = 1 \), and can be obtained by connected graphs.

**Corollary 16.** Let \( r \geq 1 \) be an integer and \( \varepsilon > 0 \) be a real. There exist infinitely many connected graphs with \( n \) vertices admitting \( \lfloor 2^{1 + \log_2 5} - \varepsilon \rfloor \) different optimal \( r \)-identifying codes.

**Proof.** Let \( R_0 \) satisfy the conditions of Theorem 15 with \( p = 1 \): for \( R \geq R_0 \), there exists a tree \( T \), i.e., a connected graph, with order \( n = 5R + 1 \), admitting \( \lfloor 2^{1 + \log_2 5} - \varepsilon \rfloor \) optimal \( R \)-identifying codes. Choose \( R \geq R_0 \) a multiple of \( r \): \( R = qr \), and consider the \( q \)-th transitive closure of \( T \), \( T^q \); then \( T^q \) is connected, has \( n = 5R + 1 = 5qr + 1 \) vertices and admits \( \lfloor 2^{1 + \log_2 5} - \varepsilon \rfloor \) optimal \( r \)-identifying codes, since by Lemma 4, any \( R \)-identifying code in \( T \) is \( r \)-identifying in \( T^q \) when \( R = qr \), and vice versa. \( \square \)

**Open problem 3.** Improve on Corollary 16.

**Open problem 4.** Find a nontrivial upper bound on the number of different optimal \( r \)-identifying codes that a graph can have.

Note that any upper bound for \( r = 1 \) (cf. Open problem 2) is an upper bound for \( r \geq 1 \), and more generally, any upper bound for \( r_0 \) is an upper bound for all the multiples of \( r_0 \), thanks to Lemma 4.
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