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ABSTRACT

We define a novel system for the automatic estimation of downbeat
positions from audio music signals. New rhythm and melodic fea-
tures are introduced and feature adapted convolutional neural net-
works are used to take advantage of their specificity. Indeed, invari-
ance to melody transposition, chroma data augmentation and length-
specific rhythmic patterns prove to be useful to learn downbeat like-
lihood. After the data is segmented in tatums, complementary fea-
tures related to melody, rhythm and harmony are extracted and the
likelihood of a tatum being at a downbeat position is computed with
the aforementioned neural networks. The downbeat sequence is then
extracted with a flexible temporal hidden Markov model. We then
show the efficiency and robustness of our approach with a compara-
tive evaluation conducted on 9 datasets.

Index Terms— Downbeat Tracking, Music Information Re-
trieval, Music Signal Processing, Convolutional Neural Networks

1. INTRODUCTION

Music is often organized into structural units at different time scales.
One such unit is the measure, or bar, which contains patterns of pre-
defined length in beats, accentuated to define the meter or rhythmic
structure of the piece. The downbeats mark the boundaries of these
measures, and their automatic detection is useful for various applica-
tions in music information retrieval, computer music and computa-
tional musicology. Downbeat tracking has received a lot of attention
recently with new systems exploring novel temporal models [1] and
application to specific music styles [2] [3].

Our recent work [4] explored the use of multiple, complemen-
tary signal features encoding various properties connected with
downbeats. In that approach, local feature sequences were indepen-
dently modeled using deep belief networks, both learning higher
level features and estimating the likelihood of downbeats. Results
show state of the art performance for a variety of Western music
styles [4]1. However, this study neglected to explore how models
can be adapted to the specificities of each feature sequence. In
other words, the same network configurations were used regardless
of whether they were attempting to represent different harmonic,
rhythmic or timbral cues. We believe that this imposes limitations
on the musical attributes that can be modeled, as well as the opti-
mality of the existing models.

In this paper we aim to expand on our previous work by propos-
ing a few alternative model configurations, each adapted to how dif-
ferent features represent downbeats and metrical structure. More
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1http://www.music-ir.org/mirex/wiki/2014:
Audio_Downbeat_Estimation_Results

specifically, we make significant improvements to our previous mod-
els of harmonic and rhythmic information, and introduce a novel ap-
proach to downbeat tracking using melodic cues, an attribute that
has been shown to be important for the characterization of metrical
structure [5], but remains largely unexplored for computational ap-
proaches. Our solutions make use of deep, convolutional neural net-
works (CNN) both as single and multi-label classifiers, which con-
stitutes, to the best of our knowledge, the first application of CNNs
to this task. Our experiments show a significant performance im-
provement upon past approaches, including our own, on a variety of
datasets of annotated music.

The rest of this paper is organized as follows: Section 2 briefly
describes our previous approach, emphasizing commonalities and
differences with the current work. Section3 describes the details and
motivation behind each of the proposed models. Section 4 presents
our methodology and the results of our evaluation, and discusses the
meaning and significance of those results. Finally, Section 5 includes
our conclusions and ideas for future work.

2. PREVIOUS APPROACH

In [4], we use a pulse estimation approach [6] to segment the signal
into short temporal units that can be interpreted as tatums. Down-
beat tracking is then reduced to a sequence labeling problem where
each tatum is either a downbeat or not. We compute 6 low-level fea-
tures related to harmony, timbre, rhythm, bass content and similarity
in timbre and harmony and map them to the pre-computed tatum
grid. For each feature series we extract overlapping sub-sequences
centered on the position of the candidate downbeat, and use them
as input to a fully-connected deep belief network. Network config-
urations are the same for each feature. Each network estimates the
likelihood of a tatum to be at a downbeat position and their outputs
are averaged to obtain an overall estimation. The final downbeat
sequence is decoded using a hidden Markov model with a uniform
initial distribution, states modeling measures of different length and
transitions taking into account that changes in time signature are pos-
sible albeit unlikely.

In this paper we will use the same tatum segmentation, fusion
of the classifiers and temporal modeling as in [4]. The following
section discusses the new feature and model configurations that are
the central focus of this work.

3. FEATURE ADAPTED CONVOLUTIONAL NEURAL
NETWORKS

3.1. Convolutional Neural Networks

CNN are deep neural networks characterized by their convolutional
layers [7]. At each layer i, the intermediary input tensor Xi of di-
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mension [Ni,Mi, Pi] is mapped into an output Xi+1 with a non
linear function fi(Xi|θi, pi), with θi = [Wi, bi] the learned layer
parameters composed of biases bi and filtersWi, and pi the designed
parameters related to the network architecture:

Xi+1 = fi(Xi|θi, pi) = hi(ci(Xi, θi, p1i), p2i); ∀i ∈ [0..L− 1]
(1)

where p1i = [x1i, y1i, Pi, ni] is a designed set of parameters, with
x1i and y1i the temporal and vertical dimensions of the filter, Pi

the depth of Xi, and ni the number of filters. ci is a convolution
operator:

ci = bi[z
′]+

x1i∑
x=1

y1i∑
y=1

Pi∑
z=1

Wi[x, y, z, z
′]Xi[x

′+x−1, y′+y−1, z]

(2)
where x′ ∈ [1..Ni+1], y′ ∈ [1..Mi+1] and z′ ∈ [1..ni]. L = 4 is
the number of layers of the network, and hi is in our case a set of
one or several cascaded non linear functions among rectified linear
units r [8], sigmoids σ, max pooling m, softmax normalization s
and dropout regularization d [9]. p2i = [x2i, y2i] is the designed set
of parameters of hi corresponding in our case to the temporal and
vertical dimension of the max pooling. X0 will be our musical in-
put of dimension [N0,M0, 1] related to harmony, melody or rhythm
and described below. XL will be the final output and will act as
a downbeat likelihood. The network will be trained by minimizing
the negative log-likelihood of the correct class or the Euclidean dis-
tance between the output and the ground truth by stochastic gradient
descent. A more detailed description of CNNs can be found in [10].

We will use the MatConvNet toolbox to design and train the
networks [11]. We will describe each network, illustrated in figure 1,
and their input computation in more details below.
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Fig. 1. Convolutional networks architecture, inputs and outputs. The nota-
tion is the same as in 3.1. DB and NDB stand for downbeat and no downbeat
respectively.

3.2. Melodic neural network (MCNN)

Melodic lines often play around meter conventions and therefore a
melody-related downbeat likelihood may not be very reliable by it-

self. However, it will provide complementary information that can
be useful.

While experiments have been carried out to determine note ac-
cents in term of their relative position and duration [5], this is rather
limited to a certain type of music and needs a good note extraction
process. This is also very expensive and hard to do in practice for
varied polyphonic audio music signals. We will follow the assump-
tion that melody contour plays a role in perceiving rhythm hierar-
chies, but we will use a lower-level input representation than in [12]
for example and then lead the network to learn higher level abstrac-
tions and use this cue to estimate the downbeat likelihood.

Input computation: We down-sample the audio signal at 11025
Hz and use a Hann analysis window of 185.8 ms, a hop size of 11.6
ms to compute the spectrogram via STFT. We then apply a constant-
Q transform (CQT) with 96 bins per octave, starting from 196 Hz to
the Nyquist frequency, and average the energy of each CQT bin q[k]
with the following octaves:

s[k] =

∑Jk
j=0 q[k + 96j]

Jk + 1
(3)

with Jk such as q[k + 96Jk] is below the Nyquist frequency. We
then only keep 304 bins from 392 Hz to 3520 Hz that corresponds to
three octaves and two semitones. We tested averaging harmonics or
integer multiple of a given frequency instead of octaves or power of
2 of this frequency, and the downbeat likelihood results were slightly
better with the octave average. Besides, dependency to chroma in-
put networks was similar in both case. With octave accumulation,
melodic line replica, or ghost melodies, are equally spaced so it may
be easier for the network to isolate a melodic line with an octave long
window, especially at low frequency. While this feature might seem
close to chroma, it is quite different as can be seen in figure 1. We
are indeed starting at a relatively higher frequency, using many bins
per octave and a 3 octave long representation that avoids circular
shifting of the melody.

Then, we use a logarithmic representation of our function s:

ls = log(
∣∣s[392Hz 3520Hz]

∣∣+ 1) (4)

and we put every value that are below the third quartileQ3 of a given
temporal frame equal to zero to get our melodic feature mf :

mf = min(ls−Q3(ls), 0) (5)

Keeping only the highest values allows us to remove most of the
noise and the onsets so we can see some contrast and not be too close
to rhythmic features. We interpolate the obtained representation in
time to have 5 temporal units per tatum. Considering that we are
looking for melodic patterns than can be relatively long, we will feed
the network with inputs of 17 tatum length, centered on the tatum to
classify.

Feature learning: We then have input features of frequency di-
mension of 304 and of temporal dimension of 17 times 5: Xm0 =
[85, 304, 1]. Our network architecture is presented in figure 1. For
example, the first layer:

f0 = m(r(c1(Xm0, θ0, [46, 96, 1, 30])), [2, 209]) (6)

means that we will use filters of size [46, 96, 1, 30] for convolution,
and will then use rectified linear units and max pooling with a re-
duction factor of [2, 209] as non linearity. The first layer filters are
relatively large so we are able to characterize melodic patterns. The



following max pooling will only keep the maximal convolution acti-
vation in the whole frequency range. This way, the network is con-
strained to keep the most linked melodic pattern to a downbeat po-
sition, regardless of the absolute pitch. The fourth layer can be seen
as a fully connected layer that will map the preceding hidden units
into 2 final outputs. Those outputs will represent the likelihood of
the center of the input to be at a downbeat position and its comple-
mentary. The logarithmic loss to the ground truth is computed as the
last layer to be able to train the network.

3.3. Rhythmic neural network (RCNN)

Rhythm patterns are often repeated every bars with possibly small
variations over time. They also tend to be relatively stable compared
to other musical components and can therefore be used to character-
ize the downbeat likelihood.
Input computation:

We compute a three bands spectral flux onset detection function
(ODF) for that purpose. We compute the spectrogram via STFT us-
ing a Hann window of 23.2 ms and a hop size of 11.6 ms for a signal
sampled at 44100 Hz. We use µ-law compression, with µ = 106.
We then sum the discrete temporal difference of the compressed sig-
nal on three bands for each temporal interval, subtract the local mean
and keep only the positive part of the resulting signal. The frequency
intervals of the low, medium and high frequency bands are [0 150],
[150 500] and [500 11025] Hz respectively as we believe low fre-
quency bands carry a lot of weight in our problem. It could represent
low frequency, medium frequency and higher frequency percussive
instruments. The signal is clipped so that all values on the 9th decile
are equal and the variation of this feature is reasonable. This new
onset feature is a bit more robust to noise than the one in [4]. As
before, we interpolate the obtained signal in time to have 5 tempo-
ral units per tatum. Since we want the network to be able to extract
bar long patterns, we need to feed it with inputs longer than that.
Besides, after listening tests, it became apparent that a 1 bar con-
text is very limited to detect the downbeats with rhythm cues. We
will then also feed the network with inputs of 17 tatum length, i.e
Xr0 = [85, 3, 1].
Feature learning: We will try here to lead the network to learn
length specific rhythmic patterns, instead of change around the
downbeat position, that is not very indicative of a downbeat position
as shown in the upper figure 2. For example, we would like the
network to give different outputs if patterns of different length are
observed. One way to give incentives in this direction is to do multi-
label learning [13]. In that case, if there is a downbeat position at the
first and ninth tatum of our 17 tatum-long input, the output of our
network should be o = [1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0]. Since there
might be multiple downbeats per input, we can’t normalize the result
with a softmax layer. Instead, we will first use a sigmoid activation
unit as a penultimate layer to map the results into probabilities. We
will then train the network with an Euclidean distance between the
output and the ground truth with a similar shape as o so that each
tatum are considered independent. Our network architecture is pre-
sented in figure 1. Our first convolutional layer also has relatively
large filters. A qualitative analysis in the lower figure 2 shows that
the network is therefore able to learn rhythm patterns. Besides, since
we are using the Euclidean distance to ground truth vectors to train
the network, we are not explicitly using classes such as downbeat
and no downbeat. The output is then of dimension 17 and represent
the downbeat likelihood of each tatum position in Xr0. Since we
have 17 tatum-long inputs but a hop size of 1 tatum, overlap will
occur. We will reduce the dimension of our downbeat likelihood to 1

Fig. 2. Upper figure: One bar basic snare and bass drum pattern. Significant
change in musical events does not appear specifically at the beginning of the
bar. Lower part: Two bands of a first layer filter from the rhytmic network.
The bands are normalized for clarity. Upper part: [150 500] Hz band. Lower
figure: [0 150] Hz band. We can distinguish for the snare and kick drums a
pattern similar to the one above.

by averaging the results corresponding to the same tatum, occurring
at the right part of the input2.

3.4. Harmonic neural network (HCNN)

Harmonic content is very strongly connected to downbeats. Contrary
to melody and rhythm, we are here mainly looking for change in this
feature rather than specific patterns. Indeed, the exact label of a
chord is less important for our task than the fact that it is likely to
change around a downbeat position. This cue proves to be the most
reliable one as far as western music is concerned.
Input computation: An efficient and robust way to model har-
monic content in tonal music is to use chroma. We will do it as in [4]
to obtain a standard 12 bins chromagram, also with 5 temporal units
per tatum. Compared to the melodic feature, we keep 8 times less
bins per octave (12 to 96). Indeed, we don’t need the same precision
to model the dominant harmony and the melodic lines. However, as
for melody, we would like to be independent to the absolute pitch.
Since chroma are circular, we will augment the training data with
the 12 circular shifting combination of the chroma vectors. We will
feed the network with 9 tatum-long inputs centered on the tatum to
classify. They are relatively shorter than the other inputs since we
are mostly looking for change, i.e Xh0 = [45, 12, 1].
Feature learning: Our network architecture is presented in figure 1.
Since we don’t need to learn long and specific chroma patterns, our
first convolutional layer will feature filters of moderate size. The
four layers of the network contain the same non linear functions as
in the melodic network while the size of the filters and max pooling
differs.

4. EVALUATION AND RESULTS

4.1. Methodology

We use the F-measure, computed with the evaluation toolbox in [14],
to evaluate the performance of our system, as in [15–18]. This mea-
sure is the harmonic mean of precision and recall rates. We will use
a tolerance window of +- 70 ms. We won’t take into account the
first 5 seconds and the last 3 seconds of audio as the annotations are
sometimes missing and often not very reliable there.

2The network was indeed more efficient in finding the downbeat likeli-
hood at the right part of the input.



C K H J G Ba Q Be P Mean

F
-m

ea
su

re
 (

%
)

30

40

50

60

70

80

90

Best of [16], [18] and [27]
Previous system: [4]
[4] + 3 new networks
3 new networks alone

Fig. 3. F-measure results of 4 downbeat tracking systems on nine datasets
and as a mean over datasets. C: RWC Classical [20], K: Klapuri 40 excerpts
subset [21], H: Hainsworth [22], J: RWC Jazz [20], G: RWC Genre [23], Ba:
Ballroom dances [24], Q: Quaero project [25], Be: Beatles collection [26],
P: RWC Pop [20] and Mean: mean of the former results.

The evaluation will be carried out on 9 datasets, summarized in
figure 3. We will use a leave-one-dataset-out approach, whereby in
each of 9 iterations we use 8 datasets for training and validation, and
the holdout dataset for testing. This evaluation method is more fair to
non machine learning methods and is considered more robust [19].
90% of the training datasets is used for training the network and the
10% is used to set the parameters value.

4.2. Results and discussion

Overall performance:
The performance of two configurations of our system compared to

previous methods for each dataset and overall is shown in figure 3.
For both configurations we use the framework presented in section 2.
In the first case, denoted by the circles in figure 3, we are using only
the 3 new networks. In the second case, denoted by the diamonds in
figure 3, we are using the 6 networks in [4] and the 3 new networks.
As for all the results presented here, the output of all networks is
averaged to obtain the downbeat likelihood.

In each dataset, the F-measure is much higher for both configu-
rations of our method compared to the ones of [16], [18] and [27],
with an overall improvement of 17.1 percentage points (pp) when
we only use the 3 new networks, from 54.1% to 71.2%. Compared
to [4], results are between 3.4 and 3.7 pp higher depending on the
configuration. We performed a Friedman’s test and a Tukey’s hon-
estly significant criterion (HSD) test with a 95% confidence interval
and the improvement of our new method is statistically significant in
overall and for each individual dataset, except for the Klapuri subset
and the RWC Jazz dataset. There is only 40 and 50 songs in those
datasets and a statistically significant difference is therefore difficult
to achieve.

We will then assess the effect of each new network compared
to [4] through different configurations, numbered in the figure 4 and
throughout the discussion to facilitate reference.
Rhythmic network performance:
To focus on the effect of our rhythmic network (RCNN), we com-
puted the difference in F-measure between a system with the 6 net-
works in [4]3 plus the new rhythmic network and [4] (configuration
1). We then computed the difference in F-measure between [4] mi-
nus the old rhythmic network plus the new rhythmic network and [4]
(configuration 2). We observe in both cases an increase in perfor-
mance of about 1 pp that illustrates the added value of the new rhyth-

3referred in the following by [4] for concision
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mic network. Finally, to see if the multi-label learning was useful,
we computed the difference in F-measure between [4] plus the new
rhythmic network and [4] plus a variation of the new rhythmic net-
work without the multi-label learning and trained with a logarithmic
loss (configuration 3). Results are also positive with an increase by
about 0.9 pp overall.
Harmonic network performance:
We then focus on the effect of the harmonic network (HCNN). As
before, the added value compared to [4] is +1.4 pp (configuration 4).
We then computed the difference in F-measure between [4] minus
the old harmonic network plus the new harmonic network and [4]
(configuration 5), and also computed the difference in F-measure
between [4] minus the old harmonic network and the old harmonic
similarity network plus the new harmonic network and [4] (config-
uration 6). The F-measure still increases in both cases by 0.9 pp
and 0.6 pp respectively. Indeed, a lot of information is shared with
those 3 networks. They are based on the chroma feature and the old
harmonic similarity network encodes chord invariance, that is taken
into account by the data augmentation presented in subsection 3.4.
Melody network performance:
Finally, the added value of the melodic network compared to [4] is of
1.2 pp (configuration 7). Considering its design, we then assess if the
melodic network may be seen as a degraded version of the harmonic
network. While adding more weight to the harmonic network boosts
the performance in all almost all cases, we computed the difference
in F-measure between [4] plus the 3 new networks and [4] plus the
new rhythmic network and two copies of the new harmonic network
(configuration 8). We observe an increase in performance of 0.3 pp
showing that using the melodic network still adds value compared to
the new harmonic network.
Networks complementarity:
Each new network is then useful for our task. A surprising result is
that using only the 3 new networks will lead to equivalent results as
using the 9 new and old networks as can be seen in figure 3, illustrat-
ing the performance and complementarity of these new networks.
Besides, since we are averaging the network outputs, low perfor-
mance networks can get too much weight and high performance net-
work such as the old harmony and harmony similarity networks can
be too similar to the new harmonic network to add a lot of value.

5. CONCLUSION

We introduced three convolutional networks that take advantage of
the specificity of a new melodic feature, an improved rhythmic fea-
ture and a harmonic feature for the task of downbeat tracking. Eval-
uation over various datasets showed that significant improvements
were achieved by adding each new network to our past system and
even by using the three new networks alone, therefore reducing the
model complexity. It can be interesting in future work to look for an
appropriate combination of the networks output and to integrate this
powerful feature learning system into an adapted temporal model.
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