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ABSTRACT
Mobile devices able to capture multimedia streams (audio and
video) have now the capability to produce numerous associ-
ated data (GPS, Gyroscope, etc.). The real-time exploitation
of these extra-data, in different application scenarios, raise the
issue of integrating these data in existing broadcasting archi-
tectures. These architectures are designed to work with the
audiovisual data and should be extended to match the extra-
data requirements (processing time, bandwidth, visualization
techniques etc.), and be able to adapt to their environment
(network, device) accordingly. The major part of the applica-
tions utilizing these data are developed in an "ad-hoc" way,
without taking all of their characteristics in account, and re-
quire complex maintenance and update efforts in case new
data types or new network/device support is introduced. Our
study is focused on optimizing the present distribution and
presentation architectures for Audiovisual (AV) content, in
order to find an efficient way to represent the associated data.
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INTRODUCTION
Over the past years, the process of video recording has evolved
from an on-occasion effort to an everyday commodity. The
decrease in cost and size of digital cameras has driven their em-
bedding in various "objects" - from mobile phones and tablets,
to drones and cars - that also carry several other sensors (GPS
Receiver, Motion Sensors, Light Sensors etc.). Moreover, ded-
icated devices, using novel types of sensors (Kinect, Myo,
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MindWave, Leap Motion, etc.) were introduced to the com-
mercial market, that either feature a camera, or are frequently
utilized jointly with one.

Despite many developments in the areas of acquisition and
presentation of these data, their use in real-time presentation
contexts and their use in complementing the Audiovisual (AV)
applications is sparsely covered in literature. A quick review
shows two classes of methods: methods related to the trans-
port of AV content (such as adaptive streaming over HTTP)
and methods related to data fetching (eg AJAX) [4]. These
methods were not designed to work together, and multiple
channels of communication are often necessary in the same
application. Moreover most of the work focus in this area is on
audio-visual broadcast using data related to the enforcement
[9], or on very specialized application cases [7] leading to
ad-hoc architectures that are difficult to reuse. Standardization
efforts of sensor and actuator data formats were conducted
in the 2000s by MPEG via its MPEG-V initiative [13]. We
aim on using the aforementioned relevant work, to design a
processing chain, from recording, to transmission and repre-
sentation, for sensor extra-data1 and multimedia data (audio,
video).

BACKGROUND
Due to the plethora of possible video-centric applications, we
created a loose classification method, in order to be able to
describe relevant systems. We used for the classification the
following three criteria:

• Device Type: Common, Specialized, Network

• Content Availability: On-demand, Live, Real-time

• Synchronization: Loose, Strict, Critical

First, according to the Device Type, we can have common
video-recording devices (such as cameras and mobile phones)
that also support other data; specialized (such as Depth cam-
eras and BCIs) that support video-recording or used in con-
junction with cameras; or several connected devices forming a
network - usually supporting multiple modalities (Body Sen-
sor Networks, or e-Health Points for example). The technical
incentive for these classes occurs from the number of potential
different streams per class, as well as differences in modalities
and their data rates. Also, as the number of devices grows
in the network case, so does the provision required for inter
1also referred as accompanying data, or meta-data
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Figure 1. Server-side Architecture Overview

and intra stream synchronizations - which are usually handled
in firmware or middleware on the single-device case. This
scalability synchronization issue occurs because various syn-
chronization algorithms rely on bounded delays - that change
as streams and network overhead is added, or global clocks
that have to be in sync [6].

Regarding the Content Delivery delay requirements, we con-
sider on-demand delivery, where the content is available after
the recording is over, live scenarios when the content is trans-
mitted during the recording process, and a real-time case in
which the recording-to-delivery delay is as short as possi-
ble. Finally, on inter-bundle (between producers/devices) and
inter-stream (between streams2) Synchronization, we identify
loose (asynchronies over 500ms), strict (asynchronies between
100ms and 500ms) and critical (asynchronies bellow 100ms)
classes. Our synchronization classification is based on princi-
ples derived from previous works focused on Interactive TV
[3], standards [14] and generic synchronization principles and
techniques [5].

SYSTEM ARCHITECTURE
Following the State of The Art review, from which we cre-
ated the aforementioned classification system, we designed a
high-level architecture schema for relevant client-server appli-
cations. The server part is responsible for gathering the Video
and Extra frames (from the recorders), applying any process-
ing - if needed, and sending them to the client, which in turn
is responsible for the synchronous playback of the incoming
streams. The distinct parts of the server, as described in our ar-
chitecture, are shown in Figure 1. In that scenario we consider
a single capture device (e.g. Kinect); otherwise a synchro-
nization layer might be needed, responsible for inter-stream
synchronization between the extra-data and video streams.
The captured video frames are encoded, while the extra-data
might be subject to a similar processing (in the drawn case

2in this paper, we do not differentiate inter-media synchronization,
which is the synchronization of streams of different modalities, from
inter-stream synchronization

Figure 2. Audio Map-based Engine

an example "mapping"). Then they are prepared for transmis-
sion, in this case, by referencing the encoded Video frames,
the Extra-Data Frames and the mapped Parameter Values to a
playlist, and transmitted. In order to test this system architec-
ture, we studied three different applications.

Kinect Audio
The first application scenario we examined uses the Kinect
as input for an audio performance with accompanying
dynamically-generated visualizations [11]. We implemented a
server-client version where the content authoring takes place
in the server side, while the data is transmitted on the client for
a parameterizable rendering of the output [12]. The server-side
architecture is the same as in in Figure 1, where "Extra-Data"
frames are the Joint Coordinate frames and Mapping Engine
uses a Parameter Map, also send to the client.

Figure 2 shows the Audio Engine architecture, located both
in the server, for output monitoring, and on the client, for
consuming the performance. In the server, where the Audio
engine is used for monitoring purposes, Joint Coordinates (K)
come directly from the device middleware, the Parameter Set
(P) is provided by the producer and the Parameter Values (E)
are the product of the Mapping Engine. On the client side,
where the Audio engine is used to render the output, all of
the aforementioned data (K, P, E) arrive from the network.
Then, if the user wants to modify the performance output,
changes can be made to elements of P, otherwise, for an exact
reproduction of the output, the mapping is bypassed and the
incoming Parameter Values E are directly send to the Synthesis
Engine. The visualizations engine uses a similar mechanism,
with the difference that if no visualization output is desired, the
user can switch to the received RGB frames of the performer.

With this application we tested our architecture and were able
to provide a modular multimedia system, while achieving inter-
stream synchronization, by maintaining the intrinsic timing
provided by the device middleware. Regarding the technical
specifics of the implementation, on the server side, for H.264
encoding the RGB frames we used the ffmpeg library3, while
on the client the audio engine was build on the Web Audio
API (<audio> HTML element). This solution is compati-
ble with the MP4Box tool of the GPAC framework [8] for
packaging the streams in MP4 containers, for an easily dis-

3F Bellard, M Niedermayer - Available from:http://ffmpeg. org



tributed dataset, used in pair with the MP4Box.js library4, for
extracting and analyzing the contents in the browser [2].

Spatiotemporal Video Navigation
Another scenario we are currently testing and is based on the
same architecture outline, uses the Orientation/Location sen-
sors information of a mobile phone to provide spatial video
navigation [4]. This platform was inspired from existing works
for identifying videos according to the recording location [10].
We implemented an Android application, responsible for the
recording, a server processor that parses the data and interpo-
lates the GPS points if needed, and a browser-based client for
navigation as seen on Figure 3. The markers are placed on the
recording coordinates (using the Location sensors) and the tri-
angular shape is used to indicate the camera facing (using Ori-
entation sensors). Because all of the data are timestamped with
the video, the content consumer is able to navigate through
the map with the video as it progresses, or select a coordinate
of interest and skip to the relevant part of the video.

This implementation is used to study a different device class
(i.e. common) and the challenges on simultaneous recordings.
Also, the Content Availability and Synchronization classifica-
tion criteria may vary according to the specific usecase. For
example, in the video browsing example, where a user simply
navigates through videos on a map, the inter-stream synchro-
nization (between the location, orientation and video streams)
is handled by the device. As for the inter-bundle synchroniza-
tion, if the content consumer switches from one video recorded
in the past to another (recorded from a different device at a
different point in time), there can be significant drift of the
two clocks without affecting the user experience, since there
is no temporal overlap of the bundles. However, in the sce-
nario that the content consumer wants to watch a specific event
(e.g. a concert) via the submitted streams, the inter-bundle
synchronization between content producers should be strict
to minimize gaps and artifacts between stream switching. On
top of the Synchronization restrictions of the scenario, if there
is support for live event stream, the content availability delay
must be as low as possible.

Sensor Network
Finally, we consider a scenario that the data source is the
gateway of a network of sensors and cameras. Even though
we are still in the assessment phase, this is a very challenging
scenario, since the area span of the network and the number
of devices gathering data, may vary from a few sensors on -
or close to - the user [1], to sensors deployed over a city [16].
Also, even in the same network, the data rates and delays may
vary significantly, especially in the case of multi-hop and/or
energy-harvesting nodes [15].

The challenges are obvious in the environment monitoring
example, where the nodes, in order to save power, transmit
data sparsely and/or in inconsistent intervals. This delay grows
as the size of the network increases, since data from the leaf
nodes will take several re-transmissions to reach the gateway.
As a result, on the gateway, data arrives with varying delays
- according to the node transmission intervals and node-level
4https://github.com/gpac/mp4box.js/

Figure 3. Spatiotemporal video navigation client screenshot

in the network. However, when a camera is present, the video
stream delay is orders of magnitude lower than the sensor data.

Assuming a wildlife monitoring example, where the cameras
are on the gateways and temperature sensors are deployed
throughout a forest, connected in a low-power wireless net-
work with energy harvesting nodes, the temperature data might
arrive several minutes late [15]. In case an event occurs (e.g. a
fire), we would like to be able to see it on the video as soon
as possible, without waiting for the temperature data to arrive.
However, when having offline or time-shifted playback (e.g.
to investigate the spread of the fire), we would like the video
streams to be synchronized with the temperature measurement
streams.

CONCLUSIONS AND FUTURE WORK
Our goal is to study the challenges for diffusion and effi-
cient synchronized treatment of AV content with its associated
data in different delivery architectures (broadcast, broadband,
IP video, Adaptive Streaming), as well as different record-
ing/processing architectures (embedded systems, mobile, web).
In order to achieve this, we are identifying the constraints for
different data types, devices and topologies, for which a first
step is the classification method we devised. We design a
model compatible with the different synchronization require-
ments, and validate this model by building demo applications
and relevant simulations.

On other technical aspects, aside of the application testing,
we are currently working on studying the fundamentals of an
extended AV system. More specifically, our current work is



focused on buffer management for multiple streams with many
different modalities. By identifying the buffer behavior for
different data types, we will design a model to scale according
to the number of streams and the underlying platform. In
order to achieve that, we are working on designing suitable
low-overhead synchronization methods.

Finally, user studies will be designed and conducted, in order
to examine the subjective performance of our findings. Also,
since our work aims at integrating in the multimedia ecosystem
(W3C, MPEG, IETF), the results will be discussed with the
interested bodies, for reference and possible contributions.
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