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Abstract—Effective clustering algorithms are indispens-
able in order to solve the scalability problem in Vehicular
Ad-hoc Networks (VANETs). Due to the highly dynamic
network topology, an effective cluster merging scheme is
always required in clustering algorithms, aiming to prevent
the collapse of clusters. In the literature, there is a lack
of comparison of cluster merging schemes, which makes it
hard to analyze the impact of this component on clustering
performance. In this paper, we analyze the existing cluster
merging schemes and propose a Leadership-based Cluster
Merging (LCM) scheme. Then, a comprehensive compar-
ison of different cluster merging schemes under various
traffic scenarios is presented, and our scheme is shown to
achieve better performance on cluster stability.

I. INTRODUCTION

In the near future, vehicles will have the capability
to communicate with each other directly in a Vehicle-
to-Vehicle (V2V) manner or indirectly using the ex-
isting infrastructure alongside the road in a Vehicle-
to-Infrastructure (V2I) way [1]. This will enable the
implementation of numerous Intelligent Transportation
Systems (ITS) applications, including road safety, traf-
fic efficiency, and infotainment applications, assisting
drivers in avoiding dangerous situations or provisioning
of convenience applications for passengers.

Considering that ITS applications require informa-
tion to be delivered in multiple hops away, VANETs
is becoming one of the most widely distributed and
largest scale ad hoc networks. Therefore, scalability
problem becomes a big challenge in VANETs. To solve
the network scalability problem, a hierarchical network
structure has been proposed, where vehicles are divided
into several virtual groups, called clusters [3]. Each
cluster has at least one cluster head (CH), acting as a
group leader, and one or more than one cluster members
(CM). Vehicles in the same cluster can communicate
directly with their leader vehicle via an intra-cluster
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communication, while inter-cluster communication can
be achieved by CHs.

In recent years, many clustering algorithms for
VANETs have been proposed. As been addressed in
[4], most clustering schemes incline to form a small
number clusters with large cluster size. Therefore, when
two clusters approach one another, they intend to merge
to form a single larger cluster. Then a new CH will
be selected for the merging cluster. The process of
combining two neighboring clusters into a single larger
cluster is defined as a cluster merging process.

In this paper, we analyze the rationality of different
cluster merging schemes for the clustering algorithms in
VANETs and propose a Leadership-based Cluster Merg-
ing (LCM) scheme. The term “leadership” indicates the
capability of coordination with CMs. We assign the
vehicle with a better leadership to be the new cluster
head of the newly merged cluster, so as to ensure that
it can maintain stable connections with all members of
the cluster. As far as we know, this is the first paper to
study the impact of the component of cluster merging
in the clustering algorithms for VANETs.

The rest of the paper is organized as follows: Sec-
tion II discusses the related work of cluster merging
schemes. Section III describes the proposed cluster-
ing framework [11]. Then, a Leadership-based cluster
merging scheme is presented. Section IV introduces the
simulation environment and provides a comprehensive
comparison of the cluster performance of different clus-
ter merging schemes. Section V concludes the paper and
briefly presents our future work.

II. RELATED WORK

According to the existing vehicular clustering
schemes, cluster merging process is always triggered
when two CHs approach one another and become one-
hop vicinities. In order to guarantee the stability of
the merged cluster and to decrease vehicle re-clustering
frequency, most existing cluster merging schemes re-
quire two neighboring CHs to stay in the transmission978-1-5386-3531-5/17/$31.00 © 2017 European Union



range (TR) of each other for a short time period, which
is defined as contention time or merge interval (MI),
instead of starting cluster merging immediately.

According to the research, there are two common
strategies to select the new CH in the merging cluster.
The first one is to select the CH that is attached with
more CMs, denoted as “CM-based”, as adopted by [5],
[6], and [7]. In [5], cluster merging takes place when two
CHs come within each other’s transmission range and
their speed difference is within the predefined threshold
∆vth. The CH that has a lower number of CMs simply
gives up the CH role and becomes a CM in the new
cluster. The rest CMs automatically join the neighboring
cluster if they are in the transmission range of the CH
and the speed difference is within the threshold. Similar
to [5], in [6], when cluster merging happens, the cluster
with fewer CMs is dismissed and these CMs try to join
other clusters, launching a new CM re-clustering stage.
The “CM-based” strategy aims to reduce cluster member
disconnections. However, such a strategy cannot guar-
antee the stability of link connections between the new
CH and its members.

The second strategy is to select the CH that has better
stability within its original cluster, as adopted by [8],
denoted as “VMaSC-based”. During cluster merging,
two CHs compare their averaged relative speed, called
AVGREL SPEED in their original clusters, respectively.
The CH with higher average relative speed gives up its
CH role and affiliates to the CH with lower average
relative speed as a CM. Similar to [8], both the cluster
merging schemes proposed in [9] and [10] select the new
CH according to predefined vehicles’ stability metrics
(Aggregated Local Mobility (ALM) in [9] and Befit
Factor (BF) in [10]) in the original clusters. The intuition
of this strategy is assuming that the CH’s stability in
its original cluster is representative for its stability in
the newly merged cluster. However, in reality, a higher
stability in the original cluster cannot guarantee a better
cluster performance in the merged cluster.

In this paper, the proposed cluster merging scheme
will select a merging cluster head, which not only has
stable links with members in the original cluster but also
has stable links with other members in another cluster
to be merged. The strategy is denoted as a leadership-
based cluster merging scheme, as the selected vehicle
provides better coordination of the merged cluster.

III. ALGORITHM DESCRIPTION

A Leadership-based Cluster Merging scheme is pre-
sented in this paper, based on our vehicle clustering
framework, proposed in [11]. All vehicles are assumed
to be equipped with a GPS which provides vehicle’s
basic information, including position, velocity, and mov-
ing direction. Moreover, each vehicle can both calculate
speed difference and detect relative distance with respect
to its vicinities.

Vehicles exchange their information periodically with
its one-hop vicinities via Beacon messages at every
Beacon Interval (BI). Information contained in Beacon
message includes vehicle’s identifier ID, current state
S, cluster identifier CHID, current position P, current
velocity v, and moving direction Dir. Fig. 1 presents an
example of cluster network topology. Two clusters are
presented on the road, with a single CH in each cluster,
CHf and CHb.
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Fig. 1. Cluster Cf and Cb.

A. Vehicle states

In our proposed clustering scheme, each vehicle op-
erates one of the following 4 states:
• Undecided Node (UN): The initial state of the

vehicle, indicating that the vehicle does not belong
to any cluster.

• Cluster head (CH): The leader vehicle of the clus-
ter, being able to communicate with all of its
members. Each cluster has only one CH.

• Cluster Member (CM): The member vehicle which
is directly attached to an existing CH.

• Candidate Cluster Member (CCM): The vehicle
that intends to be a CM of an existing cluster, but
has not yet received a confirmation message from
the corresponding CH.

The rest of this section will describe the clustering
process from the aspects of cluster formation, cluster
updating, and cluster merging.

B. Cluster formation

1) At the beginning of clustering, each vehicle is
a UN node. The system starts a timer, called
Tcollect, during which vehicles exchange and col-
lect beacon messages, in order to discover their
one-hop vicinities. Every vehicle only maintains
and updates the information of the vehicles which
have the same direction and limited speed dif-
ference, ∆v ≤ ∆vth, where ∆vth is the speed
difference threshold.

2) When the timer Tcollect expires, every vehicle
(UN) calculates its own averaged relative mobility
metric among its neighbors, and vehicles with the
lowest metric values claim themselves as CHs.
Instead of exchanging their relative mobility infor-
mation, every vehicle starts a contention mode by
setting an independent back-off timer TW . Vehicle



with a lower relative mobility should set a smaller
TW , meaning the higher probability of becoming
a CH.

3) UN node broadcasts a CH Announcement mes-
sage (CHA) to inform its neighboring nodes that it
becomes a CH vehicle; otherwise, if it hears CHA
from another node during its contention process,
it quits the contention mode and cancels the TW ;
meanwhile, it changes UN state to a Candidate
Cluster Member (CCM) state, sends a ReqJoin
message to the CH and sets a timer of waiting for
confirmation, TACK , trying to join this cluster.

4) Upon receiving a ReqJoin message, the CH firstly
checks whether the total number of CMs is less
than its cluster capacity, the maximum number
of vehicles in the cluster, denoted as MAX CM.
If yes, the CH adds CCM vehicle to its cluster
member list and sends back an ACKJoin message;
otherwise, it simply ignores the request.

5) As long as CCM vehicle receives the confirma-
tion message ACKJoin before TACK expires, it
changes the state from CCM to CM immediately
and resets its cluster identifier CHID; otherwise,
it waits to hear another CH.

C. Cluster merging
1) Merging condition check: With time increasing,

more and more single CMs may change state to CHs,
which makes clustering meaningless. Cluster merging
process aims to combine two small clusters to form one
larger cluster. When two neighboring CHs are moving
in the same direction within the transmission range of
each other, cluster merging detection process will be
triggered. Assuming that there are two clusters on the
road, cluster C1 and cluster C2 with two CHs respec-
tively, CH1 and CH2 (1 and 2 are node identifiers, and
the ID of cluster CHID is represented by the ID of its
CH). As shown in Fig. 1, the CH moving in front is
denoted as CHf , and the CH moving in the back is
denoted as CHb (b and f indicate the relative position
of CH). Cluster merging detection process is triggered
as long as CHb receives a Beacon message from CHf .
CHb will start a contention timer, called Merge Interval
(MI), in order to avoid frequent CM re-clustering. CHb

will check the merging condition only if it can receive
the Beacons consecutively from CHf during MI time
period. Otherwise, these two clusters cannot be merged.

When MI expires, CHb will check the merging
conditions, listed as follows. If all of the conditions are
satisfied, CHb will send a ReqMerge message to CHf .
• Two clusters are moving in the same direction;
• The number of CMs in the merged cluster is less

than the predetermined cluster size MAX CM, the
value of MAX CM will be addressed in Section IV;

• The difference between the mean relative speed of
two clusters should satisfy ∆VCfb ≤ ∆VCth. The

mean relative speed of the cluster is described as
the averaged speed difference between a CH and
all of its CMs, shown in Eq. (1) and Eq. (2).

∆VCfb = |VCf − VCb| (1)

VCf =

∑
k∈Cf

| ~vf − ~vk|

Nf
, (2)

where VCf is the average speed difference between
CHf and CMs of cluster Cf , ~vf and ~vk indicate the
speed of CHf and CMk respectively, vehicle k is one
of the CMs in cluster Cf , and Nf is the number of CMs
in Cf .

Note that only clusters that have the same moving
direction can be merged, in order to avoid frequent link
disconnections between vehicles moving in the opposite
directions. A predetermined cluster size MAX CM is
applied, indicating the maximum number of CMs in a
cluster, to avoid overloading cluster’s resource capacity,
as well as to increase the cluster stability.

2) Leadership-based CHmerge selection: Upon the
reception of ReqMerge message from CHb, a leader
in the newly merged cluster, denoted as CHmerge,
should be selected by CHf . The node with higher
leadership is considered to have better link stability with
neighboring members and will be selected as CHmerge.
The definition of “leadership” is described as follows.

We define the stability factor SFm,Cn as the stability
between vehicle m and all of the CMs in Cn, detailed
in Eq. (3). It is represented by the averaged speed
difference between a vehicle m and all of the CMs in
cluster Cn (m and n are vehicles’ identifiers and can be
the same).

SFm,Cn =

∑
k∈Cn

| ~vm − ~vk|

Nn
, (3)

where vehicle k is one of the CMs of cluster Cn and
Nn is the number of CMs in Cn. A smaller SFm,Cn

indicates that the mobility pattern of vehicle m is more
similar to the vehicles in the cluster Cn. Then, we
denote the leadership of a vehicle m in cluster Cn as
Lm,Cn, normalized between 0 and 1, shown in Eq. (4).
A higher leadership represents a better link stability
between vehicle m and the CMs in cluster Cn.

Lm,Cn =
1

1 + SFm,Cn
. (4)

The details of the leadership-based merging CH s-
election process is described in Algorithm 1. Upon
the reception of ReqMerge message from CHb, the
forward CH CHf computes its leadership Lf,Cf and
the leadership of CHb in cluster Cf , denoted as Lb,Cf ,
according to Eq. (3) and Eq. (4). If the leadership of
CHb in the cluster Cf is higher than that of CHf , where



Lb,Cf > Lf,Cf , CHb is more intuitive to be the leader
becomes CHmerge. Otherwise, the forward CHf keeps
on being the leader and claims itself as CHmerge.

As long as the new CH is selected, CHf sends back
a ACKMerge message to CHb, informing CHb the
information of CHmerge by flag CHmerge. If CHf

keeps on being the leader, flag CHmerge = 0, and
CHb broadcasts a message to inform its original CMs
to change the identifier of CH, CHID. Meanwhile, CHb

becomes a CM of CHf . On the contrary, if CHb

becomes the merging CH, where flag CHmerge = 1,
CHf broadcasts a message to inform its original CMs
to change their CHID, and itself becomes a CM of the
merging cluster.

Algorithm 1 Leadership-based merging CH selection
1: For cluster head moving in front CHf , on receiving a

ReqMerge message from CHb:
2: CHf calculates Lf,Cf and Lb,Cf , according to Eq. (3)

and Eq. (4)
3: if Lb,Cf > Lf,Cf then
4: CHf sends back a ACKMerge message to CHb, with

flag CHmerge = 1
5: CHf broadcasts a Change CHID to inform its current

CMs to change their corresponding CHID to the ID of
CHb

6: CHf changes its state to CM and changes its corre-
sponding CHID to the ID of CHb

7: else
8: CHf sends back a ACKMerge message to CHb, with

flag CHmerge = 0
9: CHf becomes the CHmerge

10: end if

11: For cluster head moving back CHb, on receiving a
ACKMerge message from CHf :

12: if flag CHmerge = 1 then
13: CHb becomes the CHmerge

14: else
15: if flag CHmerge = 0 then
16: CHb broadcasts a Change CHID message to inform

its current CMs to change their corresponding CHID
to the ID of CHf

17: CHb changes its state to CM and changes its corre-
sponding CHID to the ID of CHf

18: end if
19: end if

20: For cluster member CMi, on receiving a
Change CHID message from its current CH,
CHf or CHb:

21: CMi extracts the new CH identifier and changes its
corresponding CHID

D. Analysis

In this subsection, we will present a general model
to analyze the rationality of both the existing and our
proposed merging schemes. Without loss of generality,
we consider the cluster C1 is merged with the cluster
C2, while the merging condition is already satisfied. We
assume that the new CH after merging is one of the two

original CHs (1 or 2), and it associates with all CMs in
C1 and C2, and another original CH.

We denote the current time when cluster merging
happens as t0. D−(m,Cm) indicates the average link
duration between CMs in cluster Cm and their CH m
before t0, where m = 1 or 2. Furthermore, we denote
D+(n,Cm) as the average link duration between CMs
in cluster Cm and the external CH n after merging,
counting from the moment t0, where (m,n) ∈ {1, 2}×
{1, 2}. The superscript “-” and “+” represents the time
before and after t0, respectively.

We denote D̃ as the average CM duration of vehicles
in these two clusters around the moment t0. Without
loss of generality, we consider that the vehicle 1 is the
new CH after merging. The CMs in C1 originally have
the association with the vehicle 1 uninterruptedly. Their
link duration is D−(1, C1) + D+(1, C1) on average.
The CMs in C2 originally break their association
with the vehicle 2 at t0, and associate with the
vehicle 1 afterward. Therefore these CMs have two
periods of CM durations, which are D−(2, C2) and
D+(1, C2) on average respectively. The vehicle 2
associates with the vehicle 1 only after t0 and its mean
CM duration is D+(1, C2). Since the total number
of CM/CH connections around t0 for vehicles in
these two cluster is N1 + 2N2 + 1, the average CM
duration of them, denoted as D̃ in such a case is
[D−(1,C1)+D+(1,C1)]N1+D−(2,C2)N2+D+(1,C2)N2+D+(1,C2)

N1+2N2+1
.

Following the same procedure, we can compute D̃ in
the case that the vehicle 2 is the new CH. Let δ be an
binary variable to indicate whether node 1 or node 2 is
the new CH, which is defined as

δ =

{
1, if vehicle 1 is the new CH
0, if vehicle 2 is the new CH.

(5)

Then D̃(δ) can be generalized as a function of the CH
selection decision, which is

D̃(δ) =
α+ β

γ
, (6)

where α and β are the sum of CM duration before
and after t0, and γ is the total number of CM/CH
connections around t0 for vehicles in these two clusters.
They are:

α = N1D
−(1, C1) +N2D

−(2, C2),

β = δN1D
+(1, C1) + (1− δ)(N1 + 1)D+(2, C1)

+δ(N2 + 1)D+(1, C2) + (1− δ)N2D
+(2, C2),

γ = N1 +N2 + (1− δ)N1 + δN2 + 1.

When D̃(1) − D̃(0) > 0 (or ≤ 0), the vehicle 1 (or
the vehicle 2) should be selected as the new CH, as
that leads to a larger mean CM duration. We will show
in the following that, different cluster merging schemes
follows such rationality under different assumptions.

Under the assumption that D−(m,Cm) and
D+(n,Cm) are equal to a constant for m ∈ {1, 2}



and n ∈ {1, 2}, the sign of D̃(1) − D̃(0) is identical
with N1 −N2. This is the intuition of the “CM-based”
cluster merging schemes, such as [5], [6], and [7].

Under the assumption that N1 is similar to N2, and
D+(2, C1) is similar to D+(1, C2), the sign of D̃(1)−
D̃(0) is identical with D+(1, C1)−D+(2, C2). This is
the intuition of the “VMaSC-based” scheme in [8].

Our proposed LCM scheme is under the assumption
that N1 is similar to N2, and the sign of D+(2, C1)−
D+(1, C1) is identical with D+(1, C2) − D+(2, C2).
The intuition is that there is an exact one-one matching
between CHs and clusters on the similarity in mobility
pattern. Without loss of generality, we consider the vehi-
cle 1 is the CH f in the front, and the vehicle 2 is the CH
b in the back. Then the sign of D̃(1)−D̃(0) is identical
with D+(f, Cf )−D+(b, Cf ). Notice that the leadership
Lm,Cn is positively correlated with D+(m,Cn). Then
the sign of D̃(1)−D̃(0) is identical with Lf,Cf

−Lb,Cf

calculated at the front vehicle f . Compared with “CM-
based” and “VMaSC-based” schemes, our scheme does
not require the assumption of equality between CM
durations, which is more flexible.

IV. PERFORMANCE EVALUATION

In this section, we provide some insights into three
cluster merging schemes: the CM-based scheme; the
VMaSC-based scheme; and the proposed leadership-
based cluster merging (LCM) scheme, denoted as
“Leadership-based”. In the simulation, three cluster
merging schemes are implemented on a cluster frame-
work independently, and a detailed cluster performance
comparison is presented.

All of the schemes are implemented on the Network
Simulator NS2 [12]. Cluster Merge Interval (MI) is
set to 2, 5, 10, 20, and 50 seconds respectively. Each
simulation is repeated for 10 times and calculates the
average value. The simulation configuration is described
as follows.

A. Testing scenarios

In the simulation, four testing scenarios are generated
by Simulation of Urban Mobility (SUMO) [13], aiming
to observe the cluster performance under different traffic
scenarios. In all scenarios, there are 200 vehicles: 100
from East to West, and 100 from West to East. Each
moving direction has two lanes. The length of the road is
set to 10 km, which is equally divided into 8 segments.
Vehicles are generated with a certain traffic generation
rate, 1500 vehicles per hour. The simulation runs for 600
seconds. The transmission range is TR=300 meters.

These four testing scenarios consist of two relative
static traffic models and two highly dynamic traffic
models, which are named as scenarios A.1, A.2, B.1,
and B.2 respectively. There is only one vehicle type in
scenario A.1, and there are four vehicle types in scenario
A.2. The maximal speed limit of the road is a constant

in scenarios A.1 and A.2. In scenarios B.2 and B.2, there
are four types of vehicles, and the maximal speed limit
of each segment is different. The setting of vehicles in
each scenario is shown in Tables I, II, III, and the setting
of each scenario is shown in Table IV. The mobility
pattern of vehicles in scenarios B.1 and B.2 is more
unpredictable than that in scenario A.1 and A.2.

TABLE I
VEHICLE SETTING FOR SCENARIO A.1

Max Acceleration Deceleration Speed
speed deviation

20 m/s 2.0 m/s2 6.5 m/s2 0.1

TABLE II
VEHICLE SETTING FOR SCENARIO A.2

Type Max Acceleration Deceleration Speed
speed deviation

1 20 m/s 2.9 m/s2 7.5 m/s2 0.7
2 20 m/s 2.9 m/s2 7.5 m/s2 0.3
3 20 m/s 2.0 m/s2 6.5 m/s2 0.1
4 20 m/s 1.5 m/s2 5.5 m/s2 0.3

TABLE III
VEHICLE SETTING FOR SCENARIO B.1 AND B.2

Type Max Acceleration Deceleration Speed
speed deviation

1 35 m/s 2.9 m/s2 7.5 m/s2 0.7
2 25 m/s 2.9 m/s2 7.5 m/s2 0.3
3 20 m/s 2.0 m/s2 6.5 m/s2 0.1
4 10 m/s 1.5 m/s2 5.5 m/s2 0.3

TABLE IV
TESTING SCENARIO SETTINGS

Scenario Vehicle Lane segment
type Max speed (m/s)

A.1 Table I 8 segments (for each: 20)
A.2 Table II 8 segments (for each: 20)
B.1 Table III 8 segments (20,30,20,30,10,20,15,20)
B.2 Table III 8 segments (20,15,25,30,25,20,15,20)

The clustering process starts at time Tstart, the time
when all vehicles have entered the road. Vehicles are
possible to establish CH/CM connections according to
the clustering scheme. After the time Tend, all connec-
tions between CH/CM are automatically disconnected.
Tend is the time which guarantees that Tend − Tstart is
large enough, and most of vehicles are still on the road
before Tend. In our simulation, we set Tstart = 350s,
and Tend = 550s.

In [14], according to the Canton of Zurich scenario,
about 50% of vehicles have no more than 10 neighbor-
ing vehicles, and nearly 95% vehicles have less than 60
neighboring vehicles. Therefore, in this simulation, the
maximum number of vehicles in each cluster is set to
10, where MAX CM = 10. Other simulation parameters
are illustrated in Table V.



TABLE V
DEFAULT SIMULATION PARAMETERS

Parameter Value
Simulation time 200 s

Tstart 350 s
Tend 550 s

Length of road 10 km
Number of vehicles 200

Transmission Range (TR) 300 m
Beacon Interval (BI) 1.0 s
Merge Interval (MI) 2, 5, 10, 20, 50 s

MAX CM 10
TW 2.0 s

Tcollect 3.0 s
∆vth 5.0 m/s
∆VCth 10.0 m/s
TACK 2.0 s

Mobility model Car-following model
Propagation model Two-Ray Ground

MAC protocol IEEE 802.11p
Frequency/Channel Bandwidth 5.9GHz/10MHz

Number of iterations 10

B. Performance metrics

We study the performance of clustering schemes from
both macroscopic and microscopic aspects through the
simulation. The macroscopic performance presents the
overall cluster stability, and the microscopic perfor-
mance shows vehicles’ behaviors during the clustering
procedure. The detail of the definition of performance
in these two aspects is as follows:

1) Macroscopic performance:
• Cluster head duration presents the cluster’s life-

time. It is the average time interval from a vehicle
becoming a CH to giving up its state. In general,
a longer CH lifetime means a more stable cluster.

• Cluster member duration defines the average time
interval from a node joining an existing cluster as
a member in CM state to becoming another state.

2) Microscopic performance:
• Average role change rate (per second) presents

the total number of vehicles’ state changes in one
second.

• Cluster member disconnection rate (per second)
describes the total number of disconnections be-
tween CMs and their CHs per second.

C. Performance analysis

The macroscopic performance, i.e., the mean CH
lifetime and mean CM lifetime, versus cluster Merge
Interval (MI), is shown in Fig. 2 and Fig. 3. In the
four testing scenarios, the maximal speed of lanes and
vehicles are equal in the A series scenarios, while that is
not a constant in the B series scenarios. Therefore, the
cluster size is similar in the A series scenarios as there
is no traffic jamming. Since the traffic mobility is quite
unpredictable in the B series scenarios, the mean asso-
ciation duration between CMs and different neighboring
CHs can be regarded as more or less similar. According
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Fig. 2. Impacts of MI on CH lifetime.

to our analysis in Section III-D, the CM-based scheme
is more suitable in the A series scenarios, and the
VMaSC-based scheme is more suitable for the B series
scenarios, which is confirmed by the simulation results.
When MI increases, the mobility pattern of the two
clusters that pass the merging condition check becomes
more and more similar. Therefore the CM-based scheme
outperforms the VMaSC-based scheme when MI is
sufficiently large. Comparing with the two benchmarks,
the Leadership-based scheme overall achieves the best
performance, in regardless of traffic scenarios and the
setting of MI, as it has a better prediction on the stability
between CMs and potential CHs.
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Fig. 3. Impacts of MI on CM lifetime.

The microscopic performance, i.e. the role change
rate, and the CM disconnection rate, is shown in Fig.
4 and Fig. 5. Since the Leadership-based scheme tar-
gets to ensure a stable cluster after cluster merging, it
achieves the lowest role change rate and lowest CM
disconnection rate by avoiding frequent cluster splitting
and CM/CH de-association. Its advantage over VMaSc-
based scheme shows that the stability between CMs



and different CHs provide more information than the
stability in the current cluster. The CM-based scheme,
on the contrary, shows poor performance especially for
the CM disconnection rate, as it does not take into
consideration of the stability of the merged cluster.
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Fig. 4. Impacts of MI on the average role change rate.
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Fig. 5. Impacts of MI on CM disconnection rate.

We can observe that both macroscopic and micro-
scopic performance are improved with the increase of
MI. Nevertheless, it is not desirable to always utilize
a large MI, as this may result in many small sized
clusters, which degrades the efficiency of clustering in
VANETs for data communication. The simulation re-
sults reveal that the proposed Leadership-based scheme
is less sensitive to the change of MI. Therefore, LCM is
able to ensure both good macroscopic and microscopic
performance and high clustering efficiency at the same
time.

V. CONCLUSION

In this paper, we investigate the impact of cluster
merging component inside clustering for vehicles in
VANETs. A Leadership-based Cluster Merging (LCM)

scheme is proposed and is compared with other cluster
merging schemes under the same framework. The LCM
scheme assigns a vehicle which has better link stability
with all members in the new cluster, to be the cluster
head of the merged cluster. The intuition of LCM is
to have a better perception of novel events and better
cluster stability, so as to be compatible with popular
applications such as platooning in vehicular networks.
The simulation results conducted by NS2 and SUMO
show that LCM achieves better cluster stability, com-
pared with VMaSC-based, and CM-based schemes.

In the future work, we will investigate a more detailed
definition of leadership in real traffic scenarios, and
study the impact of cluster merging schemes for appli-
cations such as data dissemination and data aggregation.
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