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Two time-frequency representations are demonstrated. Thefirst one is based on reassigned Fourier spec-
trogram while the second one belongs to the family of the ESPRIT (Estimation of Signal Parameters via
Rotational Invariance Techniques) High Resolution (HR) algorithms. Both methods benefit from recent
improvements and their capabilities are illustrated through the analysis of steeldrum sounds and synthetic
sounds designed for a perceptive study.

1 Introduction

Choosing the appropriate tool is a recurrent issue for
sound analysis and representation. The amount of avail-
able schemes as spectrogram or wavelet transform often
designed and tuned for specific applications seems to be a
strong indication that looking for an universal solution is
a hopeless quest. Two time-frequency representations are
used here with applications to relevant contexts. Those
tools have been designed in order to offer both an effi-
cient analysis stage and an accurate and easy-to-read rep-
resentation. They are based on Fourier analysis for the
first one and on High Resolution methods for the second
and then are complementary in terms of their usage and
their abilities.

Both methods are first described, pointing out their most
significant features. They are then applied to sounds se-
lected for their perceptive interest: synthetic sounds stud-
ied for roughness perception are used to show how modu-
lations can graphically emerge and steeldrum recordings
are finally analysed to highlight processing and transient
analysis, and component separation.

2 SAFIR

The Spectrogram in Amplitude and Frequency, Instan-
taneous and Reassigned (SAFIR [1]) is based on Short
Time Fourier Transform (STFT), like spectrogram, on re-
assignment principles and on a few more mechanisms. Its
design has been tuned to reach a line spectrum represen-
tation in the continuity of numerous precedent works [2,
3, 4, 5] with the intention to improve the intuitive aspect
while spectrogram suffers from presence of lobes, due to
the finite time support, that are not processed.

STFT coefficients are first computed using aNfft-point

Fast Fourier Transform (FFT) overN -point signal win-
dows. In the usual spectrogram, the energy spreads over
the graphical representation due to the analysis window
and to the use of a regular scale in time and in frequency.
Reassignment is a post-processing method to compute
time and frequency pertinent coordinates for each STFT
coefficient. Mathematically, time (or frequency) reas-
signment consists in a direct relation [6] between the cen-
ter of gravity of STFT energy along time (or frequency)
dimension and group delay (or instantaneous frequency)
of STFT. From a signal processing point of view, one can
consider STFT coefficients along a frequency channelk,
seen as a temporal signal since computing STFT coeffi-
cients can be written as a band-pass filtering of the origi-
nal signal:

X(n, k) =

N/2
∑

m=−N/2

x(m + n)w(m)e

(

−2iπ km
Nfft

)

= [hw
k ∗ x] (n) (1)

with hw
k (n) = w(−n) exp

(

2iπ
km

Nfft

)

w the sliding window of lengthN

Nfft the Fourier transform length

The filter band is centered inkFs/Nfft with a band-
width proportional toFs/N , depending on the win-
dowing. X(n, k) is the analytic signal resulting from
this filtering and whom energy|X(n, k)|

2 is plotted in
spectrographic representations. In usual spectrograms,
|X(n, k)|

2 is attributed to frequencykFs/Nfft, with a
significant step ofFs/Nfft. Nevertheless, a more mean-
ingful frequency value is given by the instantaneous fre-
quencyf(n, k) = dt arg (X(n, t)) /(2π) extracted from
X(n, k). If effects of unperfect bandpass filtering are ig-
noring, instantaneous frequency gives the frequency be-
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havior of the subband signal. This corresponds to the in-
stantaneous frequency obtained after filtering the analytic
signal extracted from the original sound.

Practically, this reassignment leads to different resultsac-
cording to the subband signal content, which depends on
the analysis window length. For single frequency signals,
the instantaneous frequency matches the signal frequency
itself, which differs from the subband center frequency.
For other more complex high-energy signals, the com-
bination of all components results in a variable instanta-
neous frequency, which can be studied and interpreted as
a frequency modulation. This aspect is illustrated through
applications in this article. Another case appear consid-
ering nearby subbands. As filter bandwidth is greater
than distance between center frequencies (Fs/Nfft), over-
lap between nearby subbands leads to estimate the same
instantaneous frequency in several subbands. To avoid
those multiple occurences, SAFIR does not plot instanta-
neous frequency extracted fromX(n, k) if it is out of the

interval
[

k Fs

Nfft
− Fs

2Nfft
; k Fs

Nfft
+ Fs

2Nfft

]

. A similar phe-

nomenon also appears in distant subbands, due to sec-
ondary lobes and causes the current band content to be
disturbed by the distant one. When the main lobe energy
content is much larger than the attenuated secondary lobe
content, effects are not significant. Otherwise, the analy-
sis window length, which is the main parameter chosen
by the user, should be adjusted to try to minimize this
consequence of the time-frequency resolution limit.

3 HR-ogram

HR-ogram [7] stands for High Resolution Spectrogram
since the signal is represented in the time-frequency plane
with the help of a High Resolution method. The Pis-
arenko [8] or Prony [9] methods and MUSIC (MUlti-
ple SIgnal Characterization [10]) belong to this category
of algorithms. For our purpose, a subspace based High-
Resolution method is utilized, relying on the so-called ro-
tationnal invariance property, and thus, as the whole class
of ESPRIT (Estimation of Signal Parameters via Rota-
tional Invariance Techniques [11]) benefits from recent
signal processing advances. This algorithm is designed
for particular signals modeled by overlapped blocks com-
posed of exponentially damped sinusoids with additive
white noise. Blocku ∈ N is defined fort ∈ [0;N − 1]
by:

x(tu + t) =

M
∑

m=1

au,medu,mt cos (2πfu,mt + φu,m)

+w(tu + t) (2)

wherew(t) represents an additive white noise.

For each local damped sinusoidm of block u, the algo-
rithm determines parameters{au,m, du,m, fu,m, φu,m}

which are respectively called amplitude, real damping
factor, frequency and initial phase. High Resolution
methods possess the suitable property of not beeing con-
strained by the Fourier resolution limit. As sounds are
frequently composed by local exponentially damped si-
nusoids and additive noise, which can be made white
noise after a pre-processing stage, they fit the model re-
quired for HR analysis. This enables to discriminate close
frequencies with a very accurate time resolution and high
digit precision.

4 Applications

4.1 Phase effects in roughness perception
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Figure 1: Roughness study: waveforms

SAFIR is here applied to the synthetic sounds proposed
in the first experiment of [12], which establishes a rela-
tion between relative phases of components and rough-
ness perception [13].

Sounds are defined by:

xϕ0
(t) =

1

2
sin(2π(fc − fm)t) + sin(2πfct + ϕ0)

+
1

2
sin(2π(fc + fm)t) (3)

with fc = 1000 Hz

andfm = 70 Hz

They are composed of a center frequency with two side
peaks with half amplitude. The side components are in
phase whereas the central one has a relative phaseϕ0

which is the object of the study and differs from one
sound to the other. The distance between components at
1000 Hz is 70 Hz and causes a perceptive effect authors
called roughness. Whenϕ0 varies, perceptive tests shows
different degrees of roughness. The authors reports that
the higher the roughness, the stronger the envelope mod-
ulation in the waveform. On figure 1, roughness is maxi-
mum when the70-Hz modulation varies between0 and1
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Figure 2: Roughness study: spectrogram (left), SAFIR (right) with 1ms hanning windows and HR-ogram (bottom) with
5.8 ms analysis windows, forϕ0 = π
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(ϕ0 = 0) and is minimum when the enveloppe oscillates
between0.7 and1 (ϕ0 = π/2).

As shown in figure 2, in a short time analysis context,
spectrogram does not give accurate results while HR-
ogram and SAFIR leads to two complementary views:
the former gives the decomposition of equation 3 and
to find initial parameters, the latter allows to extend the
perceptive results on roughness to the time-frequency
domain by extracting amplitude and frequency modu-
lations since all three components are grouped in the
same subband. On figure 3, the theoretical modulation
curves are plotted forϕ0 = π/2. In this case, rewrit-
ing equation 3 gives an amplitude modulation equal to
√

1 + cos(2πfmt) and a frequency modulation equal to
fc + fm sin(2πfmt)/(1 + cos2(2πfmt)). When ϕ0

varies, modulation frequency equals70 Hz but modula-
tion forms differ and can be detailed. For high roughness,
modulations have high amplitudes, stiff slope and diver-
gence points whereas they are much more regular for low
roughness.

4.2 Beats in steeldrum sounds

In a musical context, beats are a particular case among
all forms and auditory effects adopted under the generic
term of modulation. Beats are found here in steeldrum
sounds. Acoustical fundamentals of the steeldrum, which
is considered as non-linear mode-localized oscillators,
have been described in successive papers [14, 15, 16, 17].
Each note is localized to a specific area of the bottom of
the barrel: the resulting sound is produced by a complex
vibration of this surface, depending on material behavior,
on imperfect isolation between each note area, on place-
ment of areas and on stick hitting.
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Figure 4: Amplitude behavior of first two partials

Figure 4 shows the analysis of a traditional tenorpan A3
note. The SAFIR is viewed in the amplitude-time plane
and represents the frequency range between200 Hz and
450 Hz, corresponding to the first two partials (funda-
mental and octave). In general, linear and non-linear cou-
plings between more than two components make steel-

drum sounds complex to analyse. They cause temporal
effects on timbre that are part of specifities of steeldrum
sounds [18]. One can note here that in the early part of
the sound, amplitude modulations between fundamental
and octave seem to be opposed in phase. Such behavior
has been investigated by Achong in [14] where two or
three coupled modes result in energy exchanges [19].

Beats are also present in steeldrum sounds in function of
making: they are not similar from one instrument to an-
other and vary from one steeldrum to another as well. A
B4 note from a double pan has been selected to investi-
gate the dissonance of this particular note. On figure 5,
HR-ogram and SAFIR of this sound offer a complemen-
tary representation: HR-ogram shows pairs of compo-
nents instead of single partials located along the harmonic
series of B4 note. Distance between components of a pair
is about25 Hz, independently from the pair. As SAFIR is
performed on subband wider than25 Hz, a modulation is
obtained at the location of partials, which better suits to
the concept of dissonance one can have: one single object
with more complexity than the line obtained with a single
frequency.

By zooming on both figures, one can check that the
modulation frequency on SAFIR corresponds to the dis-
tance between components in a pair on HR-ogram. On
right part of figure 5, paired components are located at
976.5 Hz and1000.7 Hz and measured modulation fre-
quency is1/0.0413 = 24.21 Hz, which matches the dif-
ference1000.7 − 976.5 = 24.2 Hz. This example shows
the interest to have several tools to analyse even the same
sound. HR-ogram gives a reliable and objective decom-
position into single frequencies whereas SAFIR is para-
metered to merge close components into subjective and
perceptively meaningful variations in amplitude and fre-
quency.

4.3 Attack transients

Time reassignment used by SAFIR improves analysis of
non-stationary parts of sounds. Figure 6 focuses on the
attack transient of a steeldrum note which is analysed by
SAFIR. Without reassignment, at the attack time, the en-
ergy is spreading over the window size length, which is
32 ms long here, and causes multiple undesirable effects
that can be avoided or at least minimized by time reas-
signment. First, localisation of peaks get more accurate
and peaks themselves are narrower. Then time reassign-
ment makes pre-echo effect disapear at all: the center of
gravity of energy along time is estimated and cannot be
located before the beginning of energy support. One can
also observe that a similar effect makes amplitude behav-
iors of modal components get stiffer, which allows to es-
timate slopes, rise time and decay time to characterize
transients.
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Figure 5: B4 played on second pan: HR-ogram (top) and SAFIR (bottom) with zoomed view (right).
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Figure 6: SAFIR of attack transient of A4 steeldrum sound: frequency (left) and amplitude (right) behaviors with
(bottom) and without (top) time reassignment
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Thus, time reassignment allows to avoid energy to spread
over the sliding window by calculating the center of grav-
ity of energy, which offers a good approximation for en-
ergy localisation. In addition to the precedent improve-
ments, analysis can be performed with long windows to
obtain both frequency accuracy and temporal event pre-
cision in non-stationary regions.

5 Conclusion

Two time-frequency representations have been shown
here to offer an appropriate answer to several sound
analysis issues: characterization of partials, decomposi-
tion sinusoidal components, extraction of amplitude and
frequency modulations in relation with perception, time
precision improvements, cancellation of pre-echo. This
work has been done in the perspective to pay attention to
quality of representation and to use the knowledge of sev-
eral tools and techniques in order to benefit from comple-
mentary analysis and representations. This is all the more
useful as perceptive studies of sounds need both usual,
traditional tools like spectrogram and new ones that can
take into account specificities and complexity of hearing.
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