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ABSTRACT
We investigate the use of audio-visual speech synchrongunean
the framework of identity verification based tailking faces Two
synchrony measures based @anonical Correlation Analysiand

correlation matrices) that aim at whitenitig andY” under the con-
straint of making their cross-correlation diagonal and imaXy com-
pact, in the projected spaces. Details foandB calculation can be
found in [2].

Co-Inertia Analysisespectively are introduced and their performances Using the firstk vectors ofA andB, we define an audio-visual

are evaluated on the specific task of detecting synchrorirddot-
synchronized audio-visual speech sequences. The notibiglof

effort impostor attackss also introduced as a dangerous threat for

current biometric system based on speaker verificationaoerecog-
nition. A novel biometric modality based on synchrony measts
introduced in order to improve the overall performance @hiity
verification, and more specifically its robustnesseplay attacks

speech synchrony measure in Eq. 1.
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2.2. Co-Inertia Analysis (ColA)

Index Terms— lIdentification of persons, Speech processing,coia was first introduced in biology [3] to find hidden relatihips

Video signal processing

1. INTRODUCTION

Numerous studies have exposed the limits of biometric idevr-
ification based on a single modality (such as fingerprirg, mand-
written signature, voice, face). Consequently many resesis are
exploring whether the coordinated use of two or more mddaldan
improve performance. Thealking facemodality, which includes
both face recognition and speaker verification, is a nattinaice
for multimodal biometrics in many practical applicationsietuding
face-to-face scenarios, remote video cameras, visiophadyeven
future personal digital assistants.

Talking faces provide richer opportunities for verificatithan
does any ordinary multimodal fusion. The signal containsamby
voice and image but also a third source of information: theutia-
neous dynamics of these features. Natural lip motion anddhe-
sponding speech signal are synchronized.

The aim of this paper is to exploit this novel characteristic
the talking-face modality within the specific framework dentity
verification. In Sec. 2, two algorithms for measuring a degresyn-
chrony between two multidimensional random variables aeevoewed
and their application to audio-visual speech is introduc&ec. 3
specifically deals with theeplay attacksssue.A novel approach for
identity verification using client-dependent synchronydels is then
presented in Sec. 4. Finally, attempts to integrate thisatitydn an
existing audiovisual identity framework are presenteddn.S.

2. AUDIO-VISUAL SPEECH SYNCHRONY MEASURE

A comprehensive overview of the literature on how to measuee
degree of correspondence between audio and visual speedieca
found in [1].

2.1. Canonical Correlation Analysis (CCA)

Given two random variableX” andY in R™ andR" respectively,
the CCA is a set of two linear projectiods andB (called canonic

between species and their living environment, and is religtinew
in our domain (though it was recently used for liveness testplay
attacks detection in [4]). The difference with CCA stayshe fact
that the involved linear projections andB aim at maximizing the
covarianceof X andY in the projected spaces. Details fArand
B calculation can be found in [3].

Using the firstK” vectors ofA andB, we define an audio-visual
speech synchrony measure in Eq. 2.
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2.3. Application to Audio-Visual Speech

Given an audiovisual sequence AV, let us denoteXby random
variable that corresponds to the acoustic speech parasreatdrby

Y another random variable for the visual speech parameters.
Audio-Visual Speech FeaturesThe first step is to define the ran-
dom variablesX andY that represent respectively the acoustic and
visual speech. Classical Mel-Frequency Cepstral CoefiisigMFCC)
are extracted every 10 ms from the audio signal. In our case, w
only kept the first 15 MFCCs (the first and second order deviest
were found not to bring any improvement in our preliminary ex
periments) as the random variab¥e For each frame of the video
(25 images per second), visual speech features are compupes-
forming a Discrete Cosine Transform (DCT) of the lip area iha
tracked throughout the video (using the algorithm desdribg5]).
Only the first 30 DCT coefficients (low spatial frequencies kept

as the random variablg. Linear interpolation ot is performed in
order to balance the audio and visual sample rates (100H25ttizl
respectively, before interpolation).

Synchrony MeasureUsing transformation matrices andB previ-
ously learned by CCA and/or ColA, it is therefore possiblentea-
sure the degree of synchrony betweEnandY. We will discuss
more precisely how to choose the training set used to leamix
trices A andB in Sec. 3.2. Eq. (1,2) are used to obtain a measure



of audio-visual speech synchrony: the higher the more syncius.
Setting a threshold finally allows to decide on the synchrony &f
andY: they are synchronized Ba 8(X,Y’) > 6 and not synchro-
nized otherwise.

3. REPLAY ATTACKS

The major weakness of existing audiovisual identity veaifign sys-
tems is that it can easily be fooled by an impostor wéqplaysbio-
metric data (recording of the voice, picture of the face,)etof
his/her target in front of the sensors.

3.1. Impersonation Scenarios

Many databases are available to the research communitypteved-
uate multimodal biometric verification algorithms, suctBasNCA,
XM2VTS, BT-DAVID, BIOMET, Myldea and V2. Different proto-
cols have been defined for evaluating biometric systems on et
these databases, but they share the assumption that imptiattks

arezero-effortattacks, i.e. that the impostors use their own voice anc_ |

face to perform the impersonation trial; which is quite @atisgic.

In this section, we will tackle th®&ig Brother scenario (intro-
duced in [6]): prior to the attack the impostor records a raa
the target’s face and acquires a recording of his/her véicsvever,
the audio and video do not come from the same utterance, go the
may not be synchronized. This is a realistic assumptiortirasons
where the identity verification protocol prompts a text fioe tlient
to speak.

3.2. Training

As mentioned in Sec. 2, a preliminary training step is nee¢dégarn
the projection matriceA andB (both for CCA and ColA) and —then
only— the synchrony measures can be computed. This tragtémm
can be done using different training sets depending on tigetd
application.

World model In this configuration, a large training set of synchro-
nized audio-visual sequences is used to leerandB.

Client model The use of a client-dependent training set (of syn-
chronized audio-visual sequences from one particularopgraill

be more deeply investigated in Sec. 4.

No training One could also avoid the preliminary training set by
learning (at test timeA andB on the tested audio-visual sequence
(X,Y) itself.

Self-training This method is an improvement brought to the above
and was driven by the following intuitionit is possible to learn a
synchrony modebetween synchronized variables, Imathingcan

be learned from not-synchronized variablgsiven a tested audio-
visual sequencéX, V), with X = {x1,...,xn}andY = {y1,...,yn},
one can therefore try to learn the projection matrideandB from

a sub-sequenc&Xirqin = {x1,.., XL}, Yirain = {y1, - yL}),
with . < N and compute the synchrony measi$ren what is left

of the sequence{ Xtest Yiest) With Xtest = {xXr+1, .., X~} @and
Yiest= {yr+1,..-, y~n}. In order to improve the robustness of this
method, a cross-validation principle is applied: the piariibetween
training and test set is performétitimes by randomly drawing sam-
ples from(X,Y") to build the training set (keeping the others for the
test set). Each partitiop leads to a measurg, and the final syn-
chrony measuré is computed as their meaf: = & 2521 Sp.

3.3. Experiments

Experiments are performed on the BANCA database [7], wtsch i
divided into two disjoint groups (G1 and G2) of 26 personschEa

person recorded 12 videos where he/she says his/her ow(atext
ways the same) and 12 other videos where he/she says thef text o
another person from the same group: this makes 624 synekxbni
audio-visual sequences per group. On the other side, forgracp,
14352 not-synchronized audio-visual sequences werecatiyi re-
composed from audio and video from two different originajisences
with one strong constraint: that the person heard and tlepeseen
pronounce the same utterance (in order to make the boundary d
cision between synchronized and not-synchronized audigal/se-
quences even more difficult to define).

3.4. Results

Fig. 1 are DET curves [8] showing the performance of the C@#)|
and ColA (right) measures using the different training pahaes
described in Sec. 3.2. The best performance is achievedtigth
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Fig. 1. Synchrony detection with CCA and ColA

novel Self-trainingwe introduced, both for CCA and ColA, as well
as with the CCA usingNorld model it gives an equal error rate
(EER) of around 17%. It is noticeable thabrld modelworks bet-
ter with CCA wherea€lient modebives poor results with CCA and
works nearly as good &glf-trainingwith ColA. This latter observa-
tion confirms what was previously noticed in [9]. The ColA isch
less sensitive to the number of training samples availahkColA
works fine with little data Client modelonly uses one BANCA se-
quence to traimrA andB [7]) and the CCA needs a lot of data for
robust training.

Finally, Fig. 2 shows that one can improve the performance of
the algorithm for synchrony detection by fusing two scotesséd on
CCA and based on ColA). After a classical step of score nonaal
tion, a Support Vector Machine (SVM) with linear kernel iaitred
on one group (G1 or G2) and apply on the other one. The fusion of
CCA with World modeland ColA withSelf-traininglowers the EER
to around 14%. This final EER is comparable to what was actlieve
in [4].

4. IDENTITY VERIFICATION

According to the results obtained in Fig. 1, not only can $yony
measures be used as a first barrier against replay attadksaso
led us to investigate the use of audio-visual speech synghrea-
sure for identity verification (see performance achievethieyColA
with Client mode).

Some previous work have been done in identity verification us
ing fusion of speech and lip motion. In [10] the authors ambdssi-
cal linear transformations for dimensionality reductiench as Prin-
cipal Component Analysis - PCA, or Linear Discriminant Arg$
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- LDA) on feature vectors resulting from the concatenatibawio
and visual speech features. CCA is used in [11] where pegjeat-
dio and visual speech features are used as input for clegpertient
HMM models.

Our novel approach uses ColA wi@lient modelthat achieved
very good results for synchrony detection) to identify deopith
their personal way of synchronizing their audio and vispalexh.

4.1. Principle

Given an enrollment audio-visual sequence,AVom a person\,
one can extract the corresponding synchronized variaklesnd
Y, as described in Sec. 2.3. Then, us{dg, Y») as the training
set, client-dependent ColA projection matricks andB, are com-
puted and stored as the model of client

At test time, given an audio-visual sequence.Avm a persor
pretending to be the clien, one can extract the corresponding vari-
ablesXc andYe. Sy, 5, (X, Ye) (defined in Eq. 2) finally allows
to get a score which can be compared to a thresbolihe person
e is accepted as the clientif Sz 5 (Xc,Ye) > 0 and rejected
otherwise.

4.2. Experiments

Experiments are performed on the BANCA database followirgy t
Pooledprotocol [7]. The impostor accesses amro-effortimper-
sonation attacks since the impostor uses his/her own fateaioe
when pretending to be his/her target. Therefore, we alssiiyated
replay attacks. The client accesses of the Pooled protoeohat
modified, only the impostor accesses are, to simulate regttagks:

Video replay attack A video of the target is shown while the orig-
inal voice of the impostor is kept unchanged.

Audio replay attack The voice of the target is played while the
original face of the impostor is kept unchanged.

Notice that, even though the acoustic and visual speeclalsigme
not synchronized, the same utterance (a digit code and the aad
address of the claimed identity) is pronounced.

4.3. Results

Fig. 3 shows the performance of identity verification usimgclient-
dependent synchrony model on these three protocols. Orrite o
inal zero-effortPooled protocol, the algorithm achieves an EER of
32%. This relatively weak method might however bring somteaex
discriminative power to a system only based on the speecffieard
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Fig. 3. Identity verification with speech synchrony

modalities, which we will study in the following section. V¢an
also notice that it is intrinsically robust to replay attackoth audio
and video replay attacks protocols lead to an EER of aroufid. 17
This latter observation also shows that this new modalityeiy lit-
tle correlated to the speech and face modality, and mospgris
on the actual correlation for which it was originally deségn

5. TALKING-FACE FUSION

The system detailed in [5] was used as the basis of this lasf s&-
periments. It consists of the score fusion of two mono-mobdahet-
ric recognition algorithms: speaker verification and feamognition.
It is not the aim of this paper to describe precisely the élgors at
stake for these two modalities: the interested reader nigint to
have a look at [5]. Nevertheless, their respective perfoces are
shown in Fig.4. Once again, a SVM with linear kernel is usedite
criminate (in the score space) between client and impostesses.

Two talking-face systems can then be compared: the original
one, based on the fusion of speaker verification and facenéomn
scores and the new one, based on the fusion of speaker \taifica
face recognition and client-dependent synchrony scores.

5.1. SVM training

An important point has to be considered regarding the mgiisiet
used for SVM training. It must contain samples from two sets:
scores from genuine client accesses and scores from immpasto
cesses. Since onero-effortimpersonation trials were performed
until now, it seemed natural to gather the training set usicares
coming exclusively from this type of scenario.

But is it really adapted to the case where we have to tackle wit
higher effort impostors (with audio and video replay attafir in-
stance)? Isn't it necessary to take this kind of attacks aumount
when gathering the training set?

In the following, we will therefore use two types of SVM train
ing set. They share common scores for the client class. Thigy o
differ in the samples contained in the impostor class: the fine
(which we callzero-effort training sgtonly containszero-effortim-
postor scores, the second one (catkgalay attacks training s¢ton-
tains zero-effortimpostor scores as well as audio and video replay
attacks impostor scores.

5.2. Results

Fig. 4 shows the relative performance (on the origirado effort
BANCA Pooled protocol) of the Speaker-Face system and Speak



Face-Sync system. As expected, the latter brings in avenag®-
provement of the EER of about 0.8%.
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Fig. 5 shows the influence of the choice of the SVM training
set: zero-effort training sebn the left andeplay attacks training set
on the right. One can notice on the left that the original 8pea
Face system can be completely fooled with an audio replaglatt
(46% EER), and that the addition of the Sync module only imeso
the EER of 1%. However, in the case where high-effort impasto
are taken into account during the SVM training procespléy at-
tacks training setright curves), the improvement brought by the
Sync module is much more significant: 16%, reducing the EBR fr

to the othertalking facemodalities (Speaker and Face) and adds a
small (0.8%) improvement on the performance. Secondl iihd
trinsically robust to replay attacks since it is based orsgmehrony
between audio and visual speech: fused with a Speaker/aee s
tem, it strongly reduces the degradation resulting fromateplay
attacks (from 46% EER to 21% EER).
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