Signal compression method for biomedical image using the discrete orthogonal Gauss-Hermite transform
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Abstract : A method is presented for the compression of biomedical images using in place of the discrete cosine transform (DCT) the discrete orthogonal Gauss-Hermite transform (DOGHT). The latter expands the signals on a basis of Gauss-Hermite functions instead of the cosine functions and leads, in many practical cases, to 2-3 times better compression for the same reconstruction error as the DCT. This is achieved because the DOGHT transform of this paper combines the advantages of the DCT transform and the advantages of the transforms, which are based on wavelet expansions.
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1. Introduction
There is today a big demand for the compression of digital sound, image, video, biomedical image, etc. signals in order to facilitate their storage e.g. in CD-ROMs or hard disks of reasonable capacity but more importantly in order to facilitate their (wireless) transmission through limited bandwidth channels.

During the last 12 years many signal compression algorithms were proposed. The most widespread and normalised algorithms that constitute international standards are: JPEG (Joint Photographic Expert Group) for the compression of still picture since 1991 and MPEG (Moving Picture Expert Group) for the compression of moving pictures (video) and sound since 1992. More precisely, the simplest compression algorithm standard was presented in 1992 while the more complicated and enhanced subsequent versions are MPEG-2 (presented in 1994) and MPEG-4 (presented in 1996). For the sound compression the algorithm that is used is MPEG Layer 3 or MP3 that is included in the general MPEG video standard. Moreover, the JPEG algorithm is also widely used for the storage (e.g. in digital photographic cameras) and the transmission of still pictures through the Internet, GPRS, etc.

The basic ingredient and “heart” of all the above mentioned compression methods is the Discrete Cosine Transform – DCT, cf. [1], for which there exist since many years dedicated integrated circuits for its computation, cf. for example [2].

The MP3 and JPEG algorithms use respectively the DCT transform with N = 18 points and the 2-dimensional DCT with 8x8 = 64 points. These algorithms lead to a compression of about 10 times without any noticeable quality degradation.

Observations and experiments that were made during the last decade with the sound and picture compression standards MP3 and JPEG have shown that the distortion-free limit of ‘10 times compression’ is mainly due to the DCT transform that is common in the two methods. Hence, in the quest for even higher compression ratios than the 1:10 and particularly wanting to achieve a less abrupt increase of picture distortion for the high compression ratios (e.g. 1:100) it was proposed to replace the DCT by the DWT (Discrete Wavelet Transform). The latter is using wavelet basis functions in place of the cosine
basis functions, cf. [3]. In this way, appeared the most recent standard for compression of still pictures known as JPEG2000 (.jp2) since 2000, cf. [4]. This compression algorithm achieves on average 30% better compression than the JPEG algorithm, and this becomes visible especially at the higher compression ratios.

However, the need for even higher compression ratios in all the above mentioned applications remains and especially there is a need for relatively simple algorithms of reasonable computational complexity.

The DOGHT algorithm proposed by this paper can replace the above mentioned DCT and DWT transforms, shows better performance than both of them in most practical applications, while it is given in a simple analytical form similar to that of the DCT. Furthermore, for the DOGHT algorithm there exist mathematical properties (orthogonality, Parseval relation, exact inverse, etc.) very similar to those of the DCT and this facilitates considerably its implementation.

2. Description

The Discrete Orthogonal Gauss-Hermite Transform – DOGHT, [5], is defined by the relations:

\[ c_n = \sum_{j=0}^{N-1} w_i f\left( \frac{t_i}{T} \right) h_n(t_j) \]  

(1)

\[ \tilde{f}\left( \frac{t_i}{T} \right) = \sum_{n=0}^{N-1} c_n h_n(t_i) \]  

(2)

where \( T \) is a time scaling factor and

\[ h_n(t) = \frac{1}{(2\sqrt{n!\sqrt{\pi}})^2} \exp\left( -\frac{t^2}{2} \right) H_n(t) \]  

(3)

are the normalised Gauss-Hermite functions.

Furthermore,

\[ \int_{-\infty}^{+\infty} h_m(t) h_n(t) dt = \delta_{mn} \]  

(4)

is the continuous time orthogonality relation of the normalised Gauss-Hermite functions of order \( n \): \( h_n \) and \( H_n \) are the classical Hermite polynomials of order \( n \). The sampling points: \( t_0 < t_1 < \ldots < t_{N-1} \) are the zeroes of the Hermite polynomial of order \( N \), well known from the Gauss quadrature approximate integration theory. The weights \( w_i \) are given by the relation:

\[ w_i = \frac{2}{\left[ h_N\left( t_i \right) \right]^2} \]  

(5)

The normalised Gauss-Hermite functions satisfy the following very important discrete orthogonality relations (discrete time orthogonality, [6])

\[ \sum_{i=0}^{N-1} w_i h_m(t_i) h_n(t_i) = \delta_{mn} \]  

(6)

\[ \sum_{i=0}^{N-1} w_i h_m(t_i) h_n(t_i) = \delta_{ij} \]  

(7)

Because of equation (6) the transform coefficients \( c_n \) are calculated by equation (1). Moreover, equation (7) leads to the relation:

\[ \tilde{f}\left( \frac{t_i}{T} \right) = f\left( \frac{t_i}{T} \right) \]  

(8)

which is a basic and very important property of the DOGHT transform (collocation property). The above properties are very similar to the properties of the Discrete Cosine Transform – DCT and the result of these properties is the existence of an exact inverse DOGHT transform at the points \( t_i \) of the Hermite sampling distribution.

In order to facilitate comparison it is mentioned that the Discrete Cosine Transform – DCT is defined by the relations:

\[ c_n = \frac{2\alpha}{N} \sum_{k=0}^{N-1} f(t_k) \cos\left[ \frac{n\pi(k+1/2)}{N} \right] \]  

(9)

\[ \tilde{f}(t_k) = \sum_{n=0}^{N-1} \alpha c_n \cos\left[ \frac{n\pi(k+1/2)}{N} \right] \]  

(10)

\[ \alpha = \sqrt{2}, \quad n=0 \]

\[ \alpha = 1, \quad n>0 \]
The sampling point distribution is uniform and is given in the symmetrical interval \([-l_{\text{max}}, l_{\text{max}}]\) from the relation:

\[ t_k = -l_{\text{max}} + k \Delta t, \quad \Delta t = \frac{2l_{\text{max}}}{N - 1} \]

The existence of an exact inverse is also a property of the DCT transform:

\[ \widetilde{f}(t_k) = f(t_k) \]

at the points \( t_k \) of the uniform sampling.

The Parseval relation for the DOGHT transform is:

\[ \tilde{E} = \frac{1}{T} \sum_{n=0}^{N-1} |c_n|^2 = \frac{1}{T} \sum_{i=0}^{N-1} w_i |f\left(\frac{t_i}{T}\right)|^2 \]  \hspace{1cm} (11)

where \( \tilde{E} \) is the approximate signal energy. The exact signal energy is:

\[ E = \int_{-\infty}^{+\infty} |f(t)|^2 \, dt \]  \hspace{1cm} (12)

The Parseval relation (11) is particularly useful: for the determination of the number of sampling points required for an accurate approximation of the signal energy, for the correct choice of the time scaling factor \( T \), and in general for the estimation of the convergence rate of the transform.

The Parseval relation (11) reveals that in the case of the DOGHT transform the signal energy is approximated by a numerical integral (quadrature) of the Gauss-Hermite type while in the case of the DCT transform, as is well known from the DCT Parseval relation (13) the signal energy is approximated by a rectangle rule numerical integral:

\[ \tilde{E} = \frac{N \Delta t}{2} \sum_{n=0}^{N-1} |c_n|^2 = \Delta t \sum_{k=0}^{N-1} |f(t_k)|^2 \]  \hspace{1cm} (13)

It is also well known that the numerical integral of the Gauss-Hermite type converges much more rapidly than the simple rectangle rule in the vast majority of cases.

Concerning the choice of the time scaling factor \( T \) of the DOGHT transform, and in analogy with the DCT transform, we first choose a computational time window \([-l_{\text{max}}, l_{\text{max}}]\) according to the time duration of the processed signal. For the time scaling factor the following relation is proposed:

\[ T = \frac{t_{N-1}}{l_{\text{max}}} \]  \hspace{1cm} (14)

where \( t_{N-1} \) is the biggest zero of the Hermite polynomial according to the Gauss-Hermite quadrature theory. Thus, with this choice, the first sampling point \( \frac{t_0}{T} = -l_{\text{max}} \) and the last sampling point \( \frac{t_{N-1}}{T} = +l_{\text{max}} \) coincide with the borders of the computational time window \([-l_{\text{max}}, l_{\text{max}}]\).

**Example 1**

As an example we will calculate the DOGHT transform of the function \( f(t) = \text{sech}(t) \) in the time window \( t \in [-5, +5] \) using \( N = 8 \) points. The results are presented in Table 1. The inversely transformed function in the time domain is given by:

\[ \tilde{f}(t) = \sum_{n=0}^{N-1} c_n h_n(t; T) \]  \hspace{1cm} (15)

The time scaling factor in this case is \( T = 0.586 \) and the approximate signal energy, as calculated by the coefficients of the DOGHT transform \( c_n \) and the Parseval relation (11), is \( \tilde{E} = 1.97069 \) while the exact signal energy as calculated by relation (12) is \( E = 2 \).

From Table 1 it is evident that the inverse DOGHT transform is exact and that in this case its odd coefficients are zero because of the even symmetry of the hyperbolic secant function. In Table 2 the respective results for the DCT transform are shown. It is seen that the DCT transform approximates less accurately the signal energy.

However, the most important fact is that the DOGHT achieves much better concentration of signal energy in the lower order coefficients (lower “frequencies”) and thus it can lead to better compression. For example, in the case of the zero order coefficient, we have \( c_0 = 0.39 \) for the DCT (DC coefficient) and \( c_0 = 1.06 \).
for the DOGHT (coefficient of resemblance with the Gaussian function).

Table 1. DOGHT – secht. $\tilde{E} = 1.97069$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\frac{t_i}{T}$</th>
<th>$f\left(\frac{t_i}{T}\right)$</th>
<th>$c_i$</th>
<th>$\tilde{f}\left(\frac{t_i}{T}\right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.00</td>
<td>0.01</td>
<td>1.06</td>
<td>0.01</td>
</tr>
<tr>
<td>1</td>
<td>-3.38</td>
<td>0.07</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>-1.97</td>
<td>0.27</td>
<td>-0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>3</td>
<td>-0.65</td>
<td>0.82</td>
<td>0.00</td>
<td>0.82</td>
</tr>
<tr>
<td>4</td>
<td>0.65</td>
<td>0.82</td>
<td>0.10</td>
<td>0.82</td>
</tr>
<tr>
<td>5</td>
<td>1.97</td>
<td>0.27</td>
<td>0.00</td>
<td>0.27</td>
</tr>
<tr>
<td>6</td>
<td>3.38</td>
<td>0.07</td>
<td>-0.03</td>
<td>0.07</td>
</tr>
<tr>
<td>7</td>
<td>5.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 2. DCT – secht. $\tilde{E} = 1.94486$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\frac{t_i}{T}$</th>
<th>$f\left(\frac{t_i}{T}\right)$</th>
<th>$c_i$</th>
<th>$\tilde{f}\left(\frac{t_i}{T}\right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.00</td>
<td>0.01</td>
<td>0.39</td>
<td>0.01</td>
</tr>
<tr>
<td>1</td>
<td>-3.57</td>
<td>0.06</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>2</td>
<td>-2.14</td>
<td>0.23</td>
<td>-0.39</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>-0.71</td>
<td>0.79</td>
<td>0.00</td>
<td>0.79</td>
</tr>
<tr>
<td>4</td>
<td>0.71</td>
<td>0.79</td>
<td>0.18</td>
<td>0.79</td>
</tr>
<tr>
<td>5</td>
<td>2.14</td>
<td>0.23</td>
<td>0.00</td>
<td>0.23</td>
</tr>
<tr>
<td>6</td>
<td>3.57</td>
<td>0.06</td>
<td>-0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>7</td>
<td>5.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

An important disadvantage of the DOGHT transform is that the sampling points required for its computation are not uniformly distributed, while in all practical applications the sampled signals are acquired through uniform sampling. In order to overcome this obstacle, it is proposed here, to use interpolation and more specifically linear or quadratic interpolation. In such a way, starting from the signal values at the uniformly sampled points we obtain through interpolation the signal values at the non-uniformly sampled points that are required for the computation of the DOGHT transform coefficients. This interpolation procedure introduces an additional error that is however negligible in most practical cases and is compensated rapidly by the faster convergence of the DOGHT.

The interpolation used is in the general case a Lagrange type interpolation, and more specifically for $n = 2$ points (linear interpolation):

$$f(t) = L_0(t)f(t_0) + L_1(t)f(t_1),$$
$$L_0(t) = \frac{t-t_1}{t_0-t_1}, \quad L_1(t) = \frac{t-t_0}{t_1-t_0} \quad (16)$$

and for $n = 3$ points (quadratic interpolation):

$$f(t) = L_0(t)f(t_0) + L_1(t)f(t_1) + L_2(t)f(t_2),$$
$$L_0(t) = \frac{(t-t_1)(t-t_2)}{(t_0-t_1)(t_0-t_2)}, \quad L_1(t) = \frac{(t-t_0)(t-t_2)}{(t_1-t_0)(t_1-t_2)}, \quad L_2(t) = \frac{(t-t_0)(t-t_1)}{(t_2-t_0)(t_2-t_1)} \quad (17)$$

Thus, the detailed steps followed by the compression method of this paper are:

(a) Input $N$ signal level data from uniform sampling $f(t_k)$ in the time interval $[t_{\text{min}}, t_{\text{max}}]$

(b) Computation of the time scaling factor:

$$T = \frac{t_{\text{max}} - t_{\text{min}}}{t_{\text{max}}}$$

(c) Computation of the signal level $f\left(\frac{t_i}{T}\right)$ at the $N$ points: $\frac{t_i}{T}$ (where $t_i$ are the zeroes of the $N$-th order Hermite polynomial) through linear (16) or quadratic interpolation (17)

(d) Computation of the $N$ coefficients $c_n$ of the DOGHT transform by using relation (1)

(e) Retention of the $N_1 < N$ coefficients $c_n$ in order to achieve $N/N_1$ times compression.

Example 2

As an example we will compare the compression of the signal $f(t) = \exp(-|t|)$ in the time window $t \in [-5, +5]$ with $N = 16$ points from the DCT and the DOGHT with quadratic interpolation. In order to compare the two methods we will use the normalised rms error calculated at the points of the uniform sampling (PRD – Percent RMS Difference):

$$\text{PRD} = 100 \times \left[ \frac{\sum_{k=0}^{N-1} \left| f(t_k) - \tilde{f}(t_k) \right|^2}{\sum_{k=0}^{N-1} \left| f(t_k) \right|^2} \right]^{1/2}$$

where $t_k$ are the points of the uniform sampling, and the maximum absolute error (PE – Peak amplitude Error):
Table 3 represents the results of the compression of the two methods for compression ratios ranging from 1:1 to 4:1. It is easily seen that the DOGHT transform achieves 4:1 compression with less rms error (approximately 13 %) than the DCT transform rms error for only 2:1 compression (approximately 14 %).

Table 3. Percent RMS error (PRD)

<table>
<thead>
<tr>
<th>N1</th>
<th>DCT</th>
<th>DOGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.0 %</td>
<td>1.22 %</td>
</tr>
<tr>
<td>12</td>
<td>4.40 %</td>
<td>1.47 %</td>
</tr>
<tr>
<td>8</td>
<td>14.29 %</td>
<td>3.80 %</td>
</tr>
<tr>
<td>4</td>
<td>43.37 %</td>
<td>12.91 %</td>
</tr>
</tbody>
</table>

### 3. Conclusion
Consequently, the conclusion drawn from the above simple examples is that the compression properties of the DOGHT transform are superior from these of the DCT transform and this for a variety of signals. Thus, it can be predicted that the use of the DOGHT transform will lead to an important increase of the compression ratios of biomedical images and this at a computational complexity that is similar to the computational complexity of the DCT transform. Future scope of this work is to investigate in detail, the performance of the proposed compression method for dermatology images.
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