
[A tutorial on multispectral imaging of paintings

using the Mona Lisa as a case study]

D
igital image capture to faithfully record fine art paintings is a fundamental task
in a cultural heritage domain which is increasingly benefiting from the possi-
bilities afforded by computer systems and art databases. Indeed, the digital for-
mat greatly facilitates in the archiving, retrieval, and dissemination of art [1].
Many museums, archives, and libraries have for some years been engaged in

direct digital image capture of cultural heritage [2]. Digital imaging also opens
the door to new postprocessing applications for conservation or restora-
tion, such as art digital diagnosis and virtual restoration of paintings
[3]. In this context, multispectral imaging has taken a promi-
nent role—in the first instance, for generating high-fidelity
color reproductions and, second, for their use as image
spectrometers giving the spectral signature of each
image element of the painting. This article offers a
tutorial description of multispectral systems exem-
plified by the multispectral capture of the Mona
Lisa by Leonardo da Vinci. This acquisition was
performed at the Louvre Museum in Paris,
France, in October 2004 and was an impor-
tant achievement of the conservation
restoration innovation systems for image
capture and digital archiving to enhance
training, education, and lifelong learning
(CRISATEL) European Union project. This
project was the latest in a series of pioneer-
ing projects on the digital acquisition of
paintings which started with the visual art
system for archiving and retrieval of images
(VASARI) project in 1989 [4]. Examples of simi-
lar or related projects can be found in Europe [5],
the United States [6], and Japan [7]. Another intro-
duction to the imaging of fine art paintings can be
found in [8].

A description of multispectral image capture is pre-
sented from a signal processing point of view. Indeed, this
article is based on an equation that models the multispectral
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acquisition of images. The main components of this equation
are described. They correspond to the lighting conditions,
the filters, the sensor sensitivity, and associated noise
sources. Moreover, the optimization problems involved in the
design of multispectral cameras, their calibration, and the
processing of the obtained data are introduced within the
same mathematical framework.

THE ACQUISITION MODEL
The main components involved in an image acquisition process
are depicted in Figure 1. We denote the spectral radiance of the
illuminant by l(λ), the spectral reflectance of the object surface
imaged in a pixel by r(λ), the spectral transmittance of the k th
optical color filter by fk(λ) and the spectral sensitivity of the
sensor array by α(λ). Supposing a linear optoelectronic transfer
function of the acquisition system, the camera response ck for
an image pixel is then equal to

ck =
∫

�

l(λ) r(λ) fk(λ) α(λ) dλ + nk , (1)

where nk is an additive noise and � is the range of the spec-
trum where the camera is sensitive. Only one optical color
filter is represented in Figure 1, but in a multispectral cap-
ture system K images are acquired. A set of filters is often
set up in a barrel, which rotates to automatically change fil-
ters between acquisitions. There also exist systems that do
not need any mechanical displacement in order to change
the filter transmittance. For instance, liquid crystal tunable
filters (LCTFs) provide this capability. They are basically an
accumulation of different layers, each layer containing lin-
ear parallel polarizers sandwiching a liquid crystal retarder
element. See [9] and [10] for examples of its use and [11] for
a short tutorial.

[FIG1] Schematic view of the image acquisition process. The camera response depends on the spectral radiance of the light source, the
spectral reflectance of the objects in the scene, the spectral transmittance of the color filter, and the spectral sensitivity of the sensor.
(Mona Lisa courtesy of the Centre de Recherche et de Restauration des Musées de France.)
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For the digital capture of fine art paintings, the number of K
filters ranges from K = 7 [4] to recent K = 32 [12], depending
on the size of the filter band. The system described in this article
uses 13 filters. For reference, commercial color digital cameras
contain K = 3 filters. For paintings, it is also common to use
multispectral cameras as image spectrometers that aim to
recover r(λ) at every image element of the artwork. In this case,
(1) can be rewritten as

ck =
∫

�

φk(λ) r(λ) dλ + nk , (2)

where φk(λ) = l(λ) fk(λ) α(λ) denotes the combined illuminant
and the spectral sensitivity ( fk(λ)α(λ)) of the k th channel,
which we call the augmented spectral sensitivity.

SPECTRAL REFLECTANCE AND COLOR
The color of a surface point lit by a given illuminant can be eas-
ily predicted when the spectral reflectance of the surface at that
point and the relative spectral power distribution of the illumi-
nant are known. This color can be represented by just a triplet
of numbers, the tristimulus values. This is due to the color
vision trivariance property of a human observer and the pres-
ence in the retina of three types of cone photoreceptors.
Furthermore, psychophysical experiments dating from the
1920s have shown that any color can be matched by a human
observer with a mixture of three fixed primaries whose radiant
powers have been suitably adjusted. The tristimulus values rep-
resent, therefore, the relative amount of energy of the primar-
ies when the match is obtained. To fully define a colorimetric
system, three primaries and a white reference must be chosen.
The tristimulus values of the reference white are by definition
all equal to one. The color matching experiments follow linear
properties (Grasmann’s law [13]). From these laws, if we sam-

ple the visible spectrum with a set of monochromatic wave-
lengths of the same energy and measure the tristimulus values
for each of them, we obtain the color matching functions of the
human observer for the chosen colorimetric system. With these
functions we can then directly deduce the tristimulus values of
any color from a colorimetric formula if we know its spectral
power distribution. To avoid the selection of an arbitrary set of
physical primaries, the Commission Internationale de
l’Eclairage (CIE) has chosen a set of standard virtual primaries
and has defined the CIE 1931 XYZ Standard Colorimetric
Observer. The corresponding color matching functions are des-
ignated x̄(λ), ȳ(λ), and z̄(λ), and are positively valued (see
Figure 2). The X, Y, and Z tristimulus values of a surface point
are calculated by integrating the product of its spectral
reflectance r(λ), the illuminant power distribution l(λ), and the
corresponding color matching function as follows: 

X =
∫ λmax

λmin

r(λ)l(λ) x̄(λ) d λ, Y =
∫ λmax

λmin

r(λ) l(λ) ȳ(λ) d λ,

Z =
∫ λmax

λmin

r(λ) l(λ) z̄(λ) d λ, (3)

where usually λmin = 380 and λmax = 760 nm. From the above
equations, it is simple to understand the relationship between
spectral reflectance and color. These three equations can be seen
as a simplification of (1) where the three color matching func-
tions take the place of the camera functions product fk(λ) α(λ).
We note that the lighting conditions can be easily simulated,
allowing us to perform “illuminant simulation” by just changing
l(λ) to another light power distribution.

Due to its virtual primaries, the CIE 1931 XYZ color space is
device independent. XYZ tristimulus values can be converted
into a device-dependent color space, such as RGB for monitors
or CMYK for printers via a color profile [14], or alternatively
into a psychometric color space such as CIE 1976 L*a*b*
(CIELAB). CIELAB is a widely used color space for accurate col-
orimetric analysis, both within industry and the scientific
domain. It is a three-dimensional (3-D) space where the axes
L*, a*, and b* represent lightness, redness/greenness, and
yellowness/blueness, respectively. In particular, CIELAB per-
forms a nonlinear transformation on X, Y, and Z aiming to lin-
earize the perceptibility of color differences for a standard
human observer under a given illuminant (usually chosen as
daylight D65 within museums) [13]. This results in a perceptu-
ally uniform color space where the Euclidean distance is well
correlated with the perceived color differences. In practice, this
property is only fulfilled approximately, and so we usually use
the term pseudo-uniform for CIELAB. Finally, we remark that
any color transformation takes the form:

κ = color − transformation

⎛
⎝

∫

�

φk(λ) r(λ) d λ + nk

⎞
⎠ ,

k = 1, .. , N , (4)[FIG2] CIE XYZ color matching functions.
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where κ is a 3-D vector. More details on color digital imaging
can be found, for instance, in [15] or [14].

METAMERISM
Metameric color stimuli are color stimuli with the same tristim-
ulus values but different spectral power distributions. For color
surfaces, metamers are different reflectance spectra that appear
to have the same color (i.e., same tristimulus values) to the
observer under a given illuminant, but may look different under
other light sources. The elimination of the metamerism phe-
nomena is a fundamental reason for the use of multispectral
rather than trichomatric RGB imaging when the highest-fidelity
color reproduction is required. This concept is easy to define
mathematically from the description already presented. Let us
call L the diagonal matrix containing N samples of the spectral
radiance of the illuminant in (1) and A the N × 3 matrix con-
taining in its successive rows the vectors Lx̄, L ȳ, and Lz̄, where
x̄ = [ x̄(λ1) x̄(λ2) · · · x̄(λK) ]t, ȳ = [ ȳ(λ1) ȳ(λ2) · · · ȳ(λK) ]t,
and z̄ = [ z̄(λ1) z̄(λ2) · · · z̄(λK) ]t. Then the visual tristimu-
lus values are [XYZ ] = A r, where r= [ r(λ1) r(λ2) · · · r(λK) ]t.
Thus, two different spectral reflectances r1 and r2 are metamers
if A r1 = A r2 . Therefore, the projection PA = AT(AAT)−1A
generates the so-called human visual illuminant subspace
(HVISS) and PAr corresponds to the definition of the funda-
mental metamer [16]. This concept mathematically repre-
sents the inability of the human visual system to distinguish
certain spectral differences. [Please note that most of the
metamerism bibliography present these formulae transposed,
which is equivalent; this section is presented this way to be
consistent with the rest of the document, especially (7) and
(8).] Color imaging systems based on sensors with only three
color filters also clearly exhibit metamerism. First, a
metameric reproduction is always illuminant-dependent.
Therefore, a metameric match is not sufficient if the repro-
duction is viewed under a variety of illuminants. Imagine the
repaired finish of a green car to become a patchwork of green
and brown under artificial illumination. Second, a metameric
reproduction is observer-dependent. The reproduced color
and the original color only match as long as the standard
observer is considered. A human observer, however, usually
departs slightly from the standard observer, causing a mis-
match between the original and the reproduced color.

The definition of metamerism can be extended for a multi-
spectral camera using their K-channel sensitivities instead of
the three color matching functions [ x̄ ȳ z̄ ]. This basically
means that we can calculate the spectral reflectances that will
present the same responses when imaged by this camera. As a
result, if we substitute the N × 3 matrix A by another N × K
matrix � with K > 3, it is reasonable to expect the set of
metameric reflectances with the same camera values
� r1 = � r2 to be progressively eliminated with increasing K.
Of course, this depends on the shape of matrix �, the camera
projection being P�(r) = �T(��T)−1 �. For the interested
reader, the concept of the metameric black [17] may be useful in
further understanding metamerism.

CAMERA SENSITIVITY
From a signal processing point of view, the filters of a multi-
spectral camera can be conceived as sampling functions, the
other elements of φ being understood as a perturbation. If we
regard integral equation (1) as a sampling process, the kernel φ
would be a sampling operator (typically made from delta Diracs)
and the spectral reflectance r(λ) would be the signal to be sam-
pled. However, the filters are not the only elements composing
φ, nor are they Dirac functions. In Figure 3(a), we simulate the
effect of ten Gaussian filters on a physical spectral reflectance.
These filters are equi-distributed on the visual spectrum. We see
that the output approximates the original signal. This is because
1) only the filters are taken into account in this simulation and
2) the filters are narrow-band and therefore “close” to a delta
Dirac function. In Figure 3(b), we add to the simulation the illu-
minant radiance of a halogen lamp and the sensitivity curve of a
real charge-coupled device (CCD) sensor. We now observe that
the obtained responses no longer approximate the spectral
reflectance. However, it could be argued that the only elements
that vary in φ are the filter transmittances and the illuminant,
the sensor sensitivity remaining constant. By measuring or esti-
mating these two spectral functions, we are able to find a linear
operator that removes this “perturbation” from the sampling
process. Such an approach is possible in practice and it is usual-
ly part of a spectrometric calibration.

The precise sampling of the spectral reflectance using nar-
row-band filters is, in effect, to create a spectrophotometer. This
works best for camera configurations with a large number of
narrow-band filters [12], [18]. For such cameras, an interpola-
tion of the calibrated sensor responses is sufficient to recon-
struct the original reflectance curve. Care should be taken as
real filters are normally not Gaussian shaped. Moreover, when a
filter is not narrow, positioning the camera responses in the
spectral domain cannot be done accurately. In any case, the
sampling approach is a conceptually interesting way of conceiv-
ing the camera acquisition process that gives insight into its
nature. When filters are few and their shapes are neither narrow
nor similar, the camera can still be used as an image spectrome-
ter but requires an intermediate reconstruction step (see the
“Spectral Reflectance” section).

FILTER DESIGN OR SELECTION
As we have seen, filters play a very important role as “sam-
plers” of the original spectral reflectance; consequently, their
shape is a central aspect of any camera design. Also their
number presents important implications, but it is not clear
whether, beyond a certain number, adding more filters leads
to better color quality [19]. In any case, one of the first ques-
tions that arises when designing filters is: “What are we
designing the filters for?” An obvious answer to this question
is “to obtain better color rendering,” which mathematically
translates to minimizing color differences between vector κ
obtained from (4) and a perfect color or color reference
κR : minfK ‖κ − κR‖; see, for instance, [7]. However, in the
usual case where a CIELAB color transformation is used, this
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leads to a nonlinear optimization problem. Some authors
such as [20] use statistical optimization to select filters from a
set of available ones. In any case, whether filters are to be
selected or their transmittances designed, the development of
mathematical criteria for assessing filter quality is a funda-
mental step towards a good design. The first remarkable effort
in this direction was presented by Neugebauer [42] who pro-
posed the so-called q factor for filter optimization. This crite-

rion is defined as q(m) = ‖PAm‖2/‖m‖2 , where m represents
the sampled spectral transmittance of a filter. This criterion is
presented here for its pedagogical and historical importance;
please note the use of the projection PAm and, consequently,
the close relationship of this criterion and metamerism. In
fact, the q factor is a measure of the quality of a single record-
ing filter with negligible measurement noise and is based on
the fractional energy contained in the HVISS. In any case, the

[FIG3] The filters as sampling functions of the spectral reflectance curves. (a) Simulation of camera acquisition using exclusively ten
Gaussian filters. The crosses (camera responses) on the right panel approximate the object spectral reflectance that is superposed for
reference as a continuous line. (b) Simulation of camera acquisition using a halogen lamp, ten Gaussian filters, and the sensitivity curve
of a real CDD. The crosses (camera responses) on the right channels do not approximate the object spectral reflectance as in (a).
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q factor presents several important problems. First of all, it is
not a measure for a set of filters and it is not valid for more
than three filters. In the case of using three filters, they must
be linearly independent. The q factor presents too many con-
straints to be used effectively as a design criterion but pres-
ents a basic approach for linear optimization. In that sense,
Vrhel and Trussel [21] designed optimal filters using (3)
which minimized in CIE-XYZ space the errors in predicting
the colors of 343 patches from a color copier under several
different illuminants in the presence of noise. In addition, a
measure of goodness as a criterion for the selection of a set of
color-scanning filters was introduced [22]. It was also shown
that the color filter design problem could be simplified with
the notion of an inner product [23]. In [24], the authors also
introduced figures of merit for filter design, which are in bet-
ter agreement with the perceptual error. The unified measure
of goodness is also presented by [25], which simultaneously
considers the imaging noise and its propagation, colorimetric
reproduction accuracy, and multi-illuminant color correction.
Recently, [26] has developed a criterion for colorimetric accu-
racy and has compared it via simulation when using three or
more Gaussian filters. The authors of [27] have also presented
insight into filter design for multispectral systems.

LIGHTING SYSTEM
The spectral radiance of the illuminant, l(λ), in (1) has
always been one of the main problems in photography.
Indeed, camera responses and their associated color values
are highly dependent on lighting conditions. This is the rea-
son why systems for the accurate acquisition of paintings
always contain a dedicated lighting system, which is con-
trolled in three aspects:

1)  The temporal stability should be assured such that l(λ)

does not depend on time.
2)  The spectral radiance should be measured. Different spec-
tral distributions of radiant energy induce different camera
channel sensitivities; this consequently varies the acquisition
parameters of the camera.
3)  The spatial distribution of the illuminant is, in general,
not homogeneous and should be characterized.
These three preceding points will be illustrated in the

“Example Using the Mona Lisa” section by the use of the
CRISATEL system.

ACQUISITION NOISE AND CAMERA CALIBRATION
The sensor and its associated electronics are usually responsible
for the main noise sources present in multispectral imaging. It
is often informally said that the enemy of image quality is noise.
The process of dealing with noise appears at several levels in a
multispectral system. In order to better understand how to deal
with it, we should know its origin, characterize it, and know
how we can use this information to optimize image quality. In
this section, we address these two first subjects. How to opti-
mize image quality will then be illustrated by means of the
Mona Lisa capture.

UNDERSTANDING NOISE SOURCES
The noise is present in the spectral, temporal, and spatial
dimensions of the image signal. We do not deal with temporal
noise here because imaging of art paintings does not imply tem-
poral recording. Concerning the spectral distribution of noise,
current image sensors have a sensitivity that is not homoge-
neous across the spectral range.

Concerning spatial noise, the noise sources normally
taken into account in the multispectral community, [7] and
[28], are dark current NDC, read-out noise NRO, and shot
noise NS. Dark current NDC is the result of imperfections or
impurities in the depleted bulk silicon or at the silicon/sili-
con dioxide interface. The output amplifier has a resistance
that causes thermal noise  NRO. Finally, shot noise NS is the
noise associated with the random arrival of photons at the
detector. Other noise sources are normally ignored, meaning
that the noise term in (1) is decomposed as follows:
nk =NDC + NRO + NS . Now, based on [29], a noisy camera
response can be expressed as 

C(τ, k) = quantization(M(τ, k) I(τ, k) + NDC(τ, k)

+ NRO(k) + NS(τ, k)), (5)

where I(τ, k) represents the integral in (1) in the absence of
noise; thus I(·, k) = ∫

� l(λ) r(λ) fk(λ) α(λ) d λ . Note that
spatial index τ for the pixel position has been introduced.
The introduction of a spatial index also implies the introduc-
tion of the variability map M(τ, k), which represents the
combined variation of the lighting irradiance and the sensor
sensitivity between pixels. The index k also appears in all ele-
ments of (5), indicating that noise analysis is performed inde-
pendently channel by channel. Finally, the quantization(·)
operator in (5) represents the analog-to-digital (A/D) conver-
sion performed before stocking the signal in digital form.
This conversion introduces the so-called quantization error, a
theoretically predictable noise.

CHARACTERIZING NOISE
Once a model of noise is defined, its parameters should be esti-
mated. This noise characterization implies experimental analysis
where a set of images are acquired to estimate the statistics of
the noise distributions defined in (5) and the variability map M.

The first step in characterizing noise is to take a series of
dark images; for this, camera lenses are typically obturated by
use of a cap. This is performed because it is known that dark
current noise has a positive mean and fluctuates around it,
while read-out noise and shot noise have zero mean. When
taking dark images, we have simply I(τ, k) = 0, and (5)
becomes C(τ, k) = NDC(τ, k) + NRO(k) + NS(τ, k) . Acquiring
a set of dark images allows the direct estimation of μDC the
positive mean of dark current noise, by simply averaging the
measurements. If we define NDC = μDC + nDC, then the noise
terms can be decomposed as

nk = μDC + NC + NS , (6)



where NC = nDC + NRO. This new way of regarding noise is
useful for its experimental characterization. It is now com-
posed of: 1) one offset corresponding to μDC, 2) a zero-mean
signal-independent NC, and 3) a zero-mean signal-dependent
noise NS corresponding to the shot noise. The variance of the
global noise, σ 2

n , can be expressed as the sum of the variances
of NC and NS because the occurrence of each one of these
noises is independent of the other: σ 2

n = σ 2
C + σ 2

S , where σ 2
C

and σ 2
S represent the variances of signal-independent and sig-

nal-dependent noises, respectively. Using a set of dark-current
images, we can directly estimate the signal-independent noise
σ 2

C . The interested reader will find mathematical details deal-
ing with signal-dependent noise in [29].

SPECTRAL REFLECTANCE
Before using the spectral reflectance for high-fidelity color
reproduction or other uses, we should note that this property
of the materials could be estimated for each pixel of the multi-
spectral image. To understand how this estimation is per-
formed, we first discretize integral (1). By uniformly sampling
the spectra at N equal-wavelength intervals, we can rewrite (1)
as a scalar product in matrix notation:

ck = φ t
k r + nk , (7)

where r = [r(λ1) r(λ2) . . . r(λN)]t and φk = [φk(λ1)

φk λ2) . . . φk(λN)]t are vectors containing the sampled

spectral reflectance function and the sampled augmented
spectral sensitivity of the k th channel of the acquisition
system, respectively. The vector cK = [c1 c2 . . . cK]t repre-
senting the responses of all K channels may then be
described using matrix notation as

cK = � r + n , (8)

where n = [n1n2 . . . nK]t and � is the K -line, N -column
matrix defined as � = [φk(λn)], where φk(λn) is the augment-
ed spectral sensitivity of the k th channel at the n th sampled
wavelength.

The first approach to spectral reconstruction is to inverse
matrix � and find a reconstruction operator in the form of
r = inv(�)cK . This direct inversion implies that matrix � is
known, which means that the CCD sensitivity and filter trans-
mittances have been measured (i.e., [7], [30], or [31]). This typi-
cally requires a monochromator and a radiometer for
measuring the CCD sensitivity and a spectrometer for measur-
ing the spectral transmittances of the filters. We remark that
matrix � is, in general, not a square matrix. Typically, the spec-
tral reflectance is sampled at 10-nm intervals giving around
N = 40 samples. The CRISATEL system has ten visible-color
channels, and thus matrix � has dimensions 10 × 40.
Consequently, the system itself is underdetermined and by defi-
nition ill-posed in the sense of Hadamard [32]. As already men-
tioned, the noise described earlier affects the input of the

[FIG4] Transmittances of the ten visible filters measured with a Hitachi spectrophotometer. The resulting image of the Mona Lisa is
shown for each filter. (Mona Lisa courtesy of the Centre de Recherche et de Restauration des Musées de France.)
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reconstruction operator. This is often taken into account in the
inversion of matrix �. However, the inversion of matrix � is not
the only way of finding a recon-
struction operator. Indirect
reconstruction is possible when
the spectral reflectance curves of
a set of P color patches are
known, and a multispectral cam-
era acquires an image of these
patches (i.e., [28] or [33]). From this data, a set of corresponding
pairs (cp, rp), for p = 1, . . . , P, is obtained, where cp is a vector
of dimension K containing the camera responses and rp is a vec-
tor of dimension N representing the spectral reflectance of the
pth patch. Corresponding pairs (cp, rp) are easy to obtain and
professional calibrated color charts such as the Gretag Macbeth
DC are sold with the measurements of the spectral reflectances
of their patches. In addition, if a spectrophotometer is available,
performing the measure is a fairly simple experiment. Obtaining
the camera responses from the known spectral curves of the
color chart is just a matter of taking a multispectral image. A
simple solution for an indirect reconstruction is

�−
Indirect = R Ct(C Ct)−1 , (9)

where R is a N × P matrix with columns containing
all the rps and C is a K × P matrix with columns con-
taining their corresponding cps. Finally, when the
camera is perfectly calibrated and numerous narrow-
band filters are used, the reconstruction (as already
stated in the “Camera Sensitivity” section) can be per-
formed by interpolation of the corrected camera
responses. We will not give details of the mathemati-
cal methods for spectral reflectance reconstruction;
most of them are linear methods for solving ill-posed
problems. For a more detailed description of these
methods, please refer to [34].

EXAMPLE USING THE MONA LISA

CRISATEL FILTERS
The CRISATEL camera used for the digital capture of
the Mona Lisa (Musée du Louvre, Paris, France) uses
ten equi-spaced 40-nm band-pass interferential filters
in the visible domain (350–800 nm) and three wider
filters, 100-nm band-pass, in the near infrared. The
spectral transmittances of the ten filters in the visible
domain along with the corresponding images of the
Mona Lisa scanned with them are shown in Figure 4.
Another set of filters with the same transmittances was
also mounted on the VASARI camera at the National
Gallery of London [35]. The 40-nm filters in the visible
domain allow us to use the camera as an image spec-
trometer and determine the colorimetry from the
spectral reflectance. Another key feature of the CRISA-
TEL camera is its extremely high spatial resolution.

The camera delivers up to 20,000 × 12,000, 12-b data samples for
each of the 13 filters, resulting in a very high resolution for both

our spectral and reconstructed
colorimetric images.

The transmittances of the
three infrared channels are
shown in Figure 5(c). As many
pigments are invisible in the
infrared, they are additionally

useful to visualize underdrawings, which are preparatory draw-
ings made on a painting surface before the paint itself is
applied. The underdrawings are fundamental in the study of
pentimenti: an alteration in a painting evidenced by traces of
previous work, showing that the artist has changed his mind
as to the composition during the process of painting. The
underdrawings are usually hidden by covering pigment layers
and, therefore, invisible to the observer in visible light.
Normally, infrared reflectograms [36] are used to study penti-
menti. They are obtained with infrared sensors sensitive from
1,000 to 2,200 nm. This range is often called the fingerprint
region. The CRISATEL projects decided, therefore, to use the
available sensitivity of the CCD in the near infrared to obtain
three infrared reflectogram channels. Figure 5(b) shows an
image taken by the first infrared channel used on the Mona

[FIG5] Detail of the hands of the Mona Lisa: (a) color projection from the
reconstructed spectral reflectance curves, (b) a near infra-red band, and
(c) transmittance of the three infra-red filters measured with a Monolight
spectrophotometer. (Mona Lisa courtesy of the Centre de Recherche et de
Restauration des Musées de France.)
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Lisa and used to study pentimenti. In Figure 5(a), we can com-
pare this image with a color rendering. Indeed, we see that
under the hands of the Mona
Lisa there is an older contour of
the fingers in a different posi-
tion relative to the hand.

LIGHTING SYSTEM
In the scan of the Mona Lisa,
hydrargyrum quartz iodide
(HQI) lamps were mounted in
two motorized elliptical projectors. These projectors scan
the painting with a narrow band of strong light in synchro-
nization with the motion of the linear CCD array inside the
camera. Stabilized electrical systems and fully warmed-up
bulbs were used in this capture. Moreover, measurements of
the lighting were made to better control and stabilize the
output of the bulbs. 

To illustrate the significant impact of the illuminant sys-
tem on the final images, we experimentally measured the
relative sensitivity of the channels of the CRISATEL acquisi-
tion system for a halogen filament and an HQI lamp. The
results are shown in Figure 6. Halogen filaments are pre-
sented only as an example. Their use was avoided as they
produced too much heat which could have damaged the
painting surface. Note how each illuminant induces strongly

different channel sensitivities. Note also the difference of
sensitivity found in the infrared channels. This is due to the

broader band of the f i lters
combined with the decreasing
sensitivity of the CCD at high-
er wavelengths.

Figure 7(a) shows the white
homogeneous board acquired
before the Mona Lisa itself was
scanned in order to obtain a
radiance map. This provides a

means to build a spatial correction map of the lighting spa-
tial inhomogeneity that is applied in a postprocessing cor-
rection step. The contrast of this image has been enhanced
to better visualize the low spatial frequency variations of
the lighting in the painting area, original differences being
much smaller. We show in Figure 7(b) the inhomogeneity of
the pixel responses along a small portion of the CCD linear
array when imaging a white board. Please note that the ver-
tical scale of this graph has been zoomed to view the varia-
tions caused by noise. The ratio for an individual pixel
between its response and the corresponding low-pass-fil-
tered value (red curve) determines the gain factor correc-
tion to apply at this pixel. The CRISATEL camera has a
built-in system to automatically interpose a diffuser on the
optical path, which is used to acquire homogeneous-signal

[FIG6] Effect of the illuminant on the channel sensitivity. The left column shows the measured spectral distribution of the radiant
energy of the HQI bulbs and the halogen filaments used in the CRISATEL lighting system. The right column shows the relative
augmented channel sensitivity responses of the CRISATEL camera. Channels 1–10 correspond to the ten filters in the visible spectral
range, and channels 11–13 to the three IR filters.
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images with only very low spatial frequencies [not used in
Figure 7(b)].

NOISE
The spectral sensitivity curve of the Thomson CCD used in the
CRISATEL camera can be seen in Figure 3(b). As we can see, the
CCD is less sensitive at low wavelengths (blue colors) and
increases for red and near-infrared areas. This illustrates a typi-
cal behavior of current image sensors and means that the blue
channels will require a longer exposure time with consequently

more noise corruption than red channels. This can be appreciat-
ed by comparing the Mona Lisa 400-nm channel image with, for
example, the 600-nm channel image in Figure 4. Also concern-
ing the CCD, we can claim that the pixel variability observed in
Figure 7(b) is caused by the inhomogeneous response to light.

USING KNOWLEDGE ABOUT NOISE
Once the noise model in (5) has been characterized by fit-
ting experimental data, it can be used for the three following
main purposes:

[FIG7] (a) Image of a white homogeneous board. This image has been contrast enhanced to visually show spatial lighting
inhomogeneities and it is used to calculate the correction map used in the Mona Lisa scan. (b) Detail of CCD responses of the linear
array when imaging a white board with a diffuser. Note the differences between a pixel and its filtered value (in red).
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[FIG8] Independent-signal noise characterization for the CRISATEL CCD sensor: (a) mean value of the dark current on a detail of an area
of the CCD linear array and (b) dark noise as a function of exposure time and amplifier gain. 
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1) To f ix  the camera
parameters to minimize
noise. The bottom curve
shown in Figure 8(b) allows
the combination of expo-
sure t ime and ampli f ier
gain to be chosen that min-
imizes the effect of the sig-
nal- independent noise
variance, σ 2

C . It is important
to note that fixing the cam-
era parameters properly is extremely important for
image quality. For instance, badly chosen parameters
which correspond to a high σ 2

C are equivalent to reduc-
ing bit depth. Even if the CRISATEL camera has 12-b A/D
converters, a bad decision in this step could lead it to
perform as if having only 7 b.
2)  To correct the acquired images via postprocessing.
The correction system proceeds channel by channel and
pixel by pixel to accomplish the following sequential
operations: 

a)  Correction of the individual
behavior of the CCD pixels by
using per pixel dark current off-
sets (subtraction of μDC applied
to the raw pixel value). Figure
8(a) illustrates the study of μDC

for the Thomson CCD linear array
used in the CRISATEL project: 1)
the top-left panel shows its linear
relationship with exposure time
which changes in slope with the

camera amplifier’s gain and 2) the bottom-left panel shows a
spatial map of dark current mean for a small area of the CDD. 
b)  Correction of the individual behavior of the CCD pix-
els by using the per pixel gains (multiplicative correc-
tion applied to compensate signal-dependent noise). To
estimate σ 2

S , we use the built-in diffuser of the camera
when imaging a homogeneous white board.
c)  Correction of the spatial inhomogeneities, M(τ, k).
This is also estimated from a diffuse image of a homoge-
neous white board.

[FIG9] Unfading the Mona Lisa (detail) by use of a nondegraded reference pigment found under the frame: (a) unfaded pigments
found under the frame, (b) spectral reflectances of faded and unfaded patches, (c) faded pigment in the bachground (original colors),
and (d) pigment unfading applied to the painting (predicted original colors). (Mona Lisa courtesy of the Centre de Recherche et de
Restauration des Musées de France.)
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3)  To stabilize the resolu-
tion of inverse problems.
Knowledge about the noise
can also be used, for
instance, to stabilize the
estimation of filter transmit-
tances or for spectral reflectance reconstruction [7]. 

SPECTRAL REFLECTANCE USES IN FINE ART PAINTING
The determination of a spectral reflectance per pixel for a paint-
ing opens up a wide range of potential applications. From (1)
we see that such an image is independent of the lighting condi-
tions and the acquisition system. This is the main reason why
high-fidelity color reproduction is possible. The CRISATEL sys-
tem intrinsically deals with and controls the problem of
metamerism, producing accurate rendering under any combi-
nation of observer and illuminant [37]. However, this requires
an accurate reconstruction of the spectral reflectance. This
accuracy was a key requirement when building the CRISATEL
system and the results from using various reflectance recon-
struction methods using the camera can be found in [38]. In
addition, a method using mixture density networks was specifi-
cally developed for the system, which proved to be the most
accurate of the methods tested [39]. When dealing with works
of art, the spectral reflectance also has other uses. For instance,
it is possible to characterize the palette of the artist’s pigments
or even to identify the pigments by comparison of their spectral
reflectance curves with a reference. Furthermore, models of
pigment aging and devarnishing can be applied to obtain esti-
mations of the original painting appearance at the moment it
was painted. We will briefly show in the following example
some results of the virtual devarnishing of the Mona Lisa. We
will not consider other applications here; their scope and tech-
nical details do not fit the limited space of this tutorial.

With the exception of catastrophic events, such as fires,
floods, and physical disasters, light is the most important and
insidious cause of deterioration of paintings. Exposure to
light causes color changes due to photo-oxidation or photo-
reduction of the painted layer. Photo-damaging is cumulative
and irreversible; there is no known way of restoring colors
once they have been altered by the process [40]. Although
transparent UV-absorbing varnishes can be used to prevent or
slow down photo-damaging in oil paintings, they also become
photo-oxidized and turn yellow, thus requiring periodic
restoration. Unfortunately, restoration is not only costly, but
can also be harmful, since each time a painting is restored,
there is the risk of removing some pigment along with the
unwanted deteriorated varnish. Color changes can often be
seen by comparing deteriorated with nondeteriorated areas,
i.e., [41]. A computational method for “virtually restoring”
the Mona Lisa colors is presented in Figure 9 based on a sim-
ple linear spectral mapping. The upper background of the
Mona Lisa representing the sky was almost certainly blue
when it was painted. Indeed, there are several patches near
the corners of the painting which are normally protected by

the frame, see Figure 9(b).
These patches have retained
their original blue color; we
call runfad(λ) an average repre-
sentation of their spectral
reflectances. Our approxima-

tion maps spectra from surrounding faded areas rfad(λ) to
those of the undamaged color patches. More extensive virtual
restoration based on a more sophisticated modeling of the
varnish layer and pigments themselves will be a topic of fur-
ther study. Nevertheless, in this way we can attempt to simu-
late the state of the painting as it may have looked 500 years
ago. For that, rcorr (λ) = r(λ) (runfad (λ)/ rfad (λ)) is used,
where rcorr(λ) stands for the corrected spectral reflectance
and r(λ) is the reflectance estimated from the multispectral
signal at one pixel of the image. In Figure 9, this transform
has been applied to areas of the background which are with-
in ±10% root mean square of the spectral curve shape of the
faded river. Figure 9(c) shows the Mona Lisa as it is today
and Figure 9(d) shows an approximation of how it may have
looked when freshly painted.

CONCLUSIONS
In this article, we have presented a tutorial description of the
multispectral acquisition of images from a signal processing
point of view. 
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