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Quantum Primitives for Secure Two-party Computations
and Entanglement Attacks

by
Minh-Dung Dang

B. S., Hanoi University of Technology, 2001
M. S., Institut de la Francophonie pour I'Informatique, 2003

ABSTRACT

In this thesis, we are interested in the theory of unconditional secure two-party com-
putations. The primitives of Oblivious Transfer (OT) and Bit Commitment (BC) are funda-
mental in the design of these cryptographic applications. The principal object of this thesis
relates to the theory of the design of unconditional secure OT and BC.

On one hand, my works are inspired from the framework of design of oblivious transfer
from noisy communication channels, pioneered by Crépeau, Morozov et al. [Cré97, [CMW04].
The principle of this framework is to conceive, from the noisy channels, an intermediate
erasure model, the Binary Symmetric Erasure Channel, which is a variant of oblivious trans-
fer. We contributed to this framework by proposing a more general intermediate model,
the Binary Symmetric Multi-Error-Rate Channel, which also can be built from almost noisy
channels. With this intermediate model, we can build a protocol of oblivious transfer from
the noisy channels more effectively.

In addition, inspired from the motivating works of building noisy channel for oblivious
transfer from Wiesner’s quantum conjugate coding (QCC) ﬂm, [Créd4]), we expose a case
study on emulating noisy model by a quantum nonorthogonal coding (QNOC) scheme which
uses two non-orthogonal pure state for encoding two values of the classical bit. We show that
QNOC is equivalent to QCC, and can only implement semi-honest oblivious transfer. We
also show that the implementation of oblivious transfer from QNOC can be secure if we have
access to a secure bit commitment protocol. An attempt to secure the implementation based
on a coin flipping protocol is shown to be impossible by attacks using quantum entanglement.

On the other hand, this research are inspired from the no-go theorems of Mayers, Lo
and Chau on the implementation of oblivious transfer and bit commitment in the framework
of quantum information [CLCI7, [Lo97]. However the theorems has been being only
interpreted in a pure quantum two-party model, and caused controversial discussions.

We revise the quantum model for general two-party protocols concerning classical and
quantum computation and communication. We state that in the general model, a classical
channel is inevitably macroscopic and its decoherence is so strong that quantum information is
not accepted to be transfered on it. Thus, the quantum model for two-party protocols becomes
three-party, consisted of three physical components: the machine of Alice, the machine of
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Bob, and the environment coupled with the macroscopic channel which should measure the
classical messages.

One should then reconsider the no-go theorems in this general model. Indeed, with
the faithful interpretation of general protocols in this three-party model, we reaffirm that
these two-party protocols cannot implement unconditionally secure oblivious transfer and bit
commitment.

Inspired from this three-party model, penalized by the no-go theorems, we can go
further to apply these negative results to the protocols using quantum trusted third-parties,
named ftwo-party oracles, which either do not store information entangled with information
in Alice’s and Bob’s machines, or only make redundant copies of public information of Alice
and Bob. We see that this extended no-go result cover Kent statement on coin-flipping based
protocols [Ken99], as with the model of two-party oracle, one can easily implement a protocol
of coin flipping.

Moreover, this extension implies a corollary which relates to the thermodynamics:
implementations of unconditionally secure bit commitment, oblivious transfer, and in general
two-party computation, require the erasure of information and thus a dissipation of heat to
the external environment [Lan61].
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Chapter 1

Introduction

Cryptography was created as a discipline of hiding information in communications. Classical
Cryptography has been being concerned with the problem of securing two-party communica-
tions from the interception of malicious third-parties. For many years, this is all there had
been to cryptography. However, cryptography had been considered rather as an art than a
science until Shannon’s works shown how to prove the security of ciphersystems, based on
information theory [Sha49]. Shannon’s security is defined as the uncertainty about the se-
cret information, measured by the entropy characterizing the randomness of the information
source. This leads to the notion of information-theoretical security or unconditional security
as it does not depend on the computational power of the adversary.

An important mark for the beginning of Modern Cryptography was made by Diffie
and Hellman with their proposal of a key exchange protocol. In their article, the authors
introduced the ideas of public-key systems and of provable security based on computational
complexity, named computational security [DH76]. The computational security is defined
as it is reducible to a computational problem commonly adopted as hard: the adversary
can break the cryptosystem only if he has a computer solving the underlying problem in a
reasonable time.

This foundation of security is related to unproven assumptions of intractable problems
on the underlying computing model, i.e. Turing machine. Thus, this foundation is not
unconditional and bears potential threats: (i) the assumptions of intractable problems are not
proven as one does not know whether efficient algorithms may exist for these problems; and
furthermore, (ii) there may exist advanced computational models beyond Turing machines.

Nevertheless, with this new computational complexity foundation, Modern Cryptog-
raphy has motivated a significant section of researchers in the field of computing science
and become an important part of this widespreading domain. Besides providing communi-
cation security, such as guaranteeing integrity and authenticity, as the central goal, Modern
Cryptography has expanded to encompass many others more sophisticated and fascinating
applications of information privacy.

One of the major contributions of Modern Cryptography has been the implementation
of advanced security of protocols between distrustful users. These protocols enable users
to electronically solve many real world problems, play games, and accomplish very general
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intriguing distributed tasks such as zero-knowledge proofs, voting protocols, and generally
secure multi-party computations [Gol01l [Gol(4].

In this thesis, we will focus on quantum primitive protocols for secure two-party
computations which is a subclass of general secure multi-party computations, concerning
only two distrustful users. This is a new interdisciplinary field that bridges quantum physics,
computer science, and cryptography.

1.1 Secure Two-party Computations

In a formal definition, a distributed n-party computation is concerned with an m-ary func-
tionality F' that maps n inputs (z1,...,y,) to n outputs (yi,...,y,) in a context where the
inputs and outputs are distributed among n distrustful users in the distance. The security
is for users’ local inputs in the sense that what is learned by a user i(1 < i < n) during the
protocol can be learned by that user from his local input x; and his final output y; of the
computation. This requirement is as though in an ideal setup where there exists an honest
party T, trusted by all users, who gathers all z; to locally compute (y1,...,yn) = F(z1, ..., x,)
and sends back each y; to each user 7 [Gol(4].

Secure two-party computations are in a subclass of secure multi-party computations,
concerning only two distrustful users, named Alice and Bob.

1.1.1 Founding on Oblivious Transfer

One common approach in engineering and hence in cryptography engineering is to sepa-
rate applications from ultimate implementations by layering and introducing fundamental
intermediate primitives which would be implemented with more freedom.

The best that has been done so far is to prove theorems based on more gen-
eral cryptographic assumptions, such as “trapdoor functions exist,” rather than
specific assumptions, such as “factoring is hard.” [Kil&§]

This bearing leads to the discovery of oblivious transfer which is the most important
primitive for building general secure two-party computations. Oblivious transfer becomes
then one of the central primitives and a foundation of Modern Cryptography.

The first idea of oblivious transfer was issued in the 1970s by Wiesner, with a setting of
the quantum channel, named “quantum conjugate coding” or ”multiplexing channel” [Wie83].
However, Wiesner did not go further for cryptographic applications of his scheme. Then, the
first proposal of oblivious transfer, with its name, is to Rabin for implementing advanced
cryptographic tasks [Rab&1]. Rabin’s version is a transmission scheme where Alice sends
a bit to Bob who has only a probability 1/2 of receiving it, and Bob knows whether he has
received the bit or nothing while Alice does not. Later, Even et al. proposed a scheme similar
to Wiesner’s one, permitting Alice to send two messages to Bob who can choose to read out
only one message while Alice is unaware of Bob’s choice, for building more general secure
computation tasks [EGL85]. This scheme is named “one-out-of-two oblivious transfer,” and
considered as the standard version of oblivious transfer. It was also shown that “one-out-of-
two oblivious transfer” and Rabin’s oblivious transfer are equivalent [Cré&g].
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Secure Two-party Computations

I I I I

Zero—Knowledge Proofs| Coin Flipping

\/
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Figure 1.1: Founding secure two-party computations on oblivious transfer

It was latter shown that oblivious transfer is sufficiently used as a building block to
construct secure two-party protocols for general functionalities [Yao86l [KiI8R| [Gol(1l [Gol04].
As a sketch: oblivious transfer can be used for building bit commitment, coin flipping, zero-
knowledge proofs; and the implementation of any secure two-party computation can be made
upon these four primitives, cf. Figure [T [Gol04]. Simply speaking:

e Bit commitment is a protocol for committing the evidence of a secrete value: Alice has
to commit the value of a secret bit to Bob such that Bob cannot learn this value, but
later, when Alice is supposed to reveal the secrete, she cannot change her mind.

e (Coin flipping is a protocol for two users in the distance generating a random bit such
as no one can control the probability distribution of the outcome.

e Zero-knowledge proofs are protocols for a prover convincing a verifier about the validity
of an assertion while not revealing any knowledge beyond the validity of the assertion.

1.1.2 Removing the Intractability Assumptions

Recall that Modern Cryptography is built on the foundation of computational complexity
theory where the security is based on intractability assumptions. Oblivious transfer was
also supposed to be built with conditional security [Kil88, [Gol04], and becomes the cut
point on the links between two-party protocols and the computational foundation of Modern
Cryptography, cf. Figure [[J1 However, these assumptions were not proven, and the threats
to this foundation had been realized very early by cryptographers [Kil88], before an explicit
example was made for famous RSA public-key system [Sho94].

An emerging approach for removing the intractability assumptions is to seek for
information-theoretical implementations of oblivious transfer. Unfortunately, we cannot
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break down the symmetry in trivial noiseless communication for making such asymmetri-
cal transmission schemes [Kil88, [Mor(5]. Nevertheless, we can build unconditionally secure
oblivious transfer with information-theoretical assumptions about transmission media. The
researches are motivated in two directions:

1. One goes back to Rabin’s oblivious transfer which is defined as an information-erasing
channel: Alice sends a bit to Bob who receives the bit with probability 1/2 otherwise an
erasure symbol [Rab8T]. With this communication point of view, one extends the family
of oblivious transfers with variants of erasure channels by weakening the condition on
parameters such that the standard OT is still reducible to these cousins [Cré88| [CK8S,

Dan06].

2. One looks for implementations of these weakened erasure channels from real-life com-

munication models [CK8R| BBCSI2, [Cré97, [CMW04].

Secure Two—-party Computations

I I I I

A
|
|

Zero—Knowledge Proofs| ! Coin Flipping
i
|
|
|

\/'

Bit Commitment

i

Oblivious Transfer

T

Computational Primitives Information—theoretic Primitives
Complexity Theory Noisy Models

Figure 1.2: Seeking for information-theoretical realization of the assumptions

The approach had much interest in noisy models of communication channels for im-
plementing the desired erasure channels. A major result states that oblivious transfer can
be made from nontrivial noisy channels: if Alice and Bob are connected by a fair nontrivial
noisy channel with known parameters then they can implement a secure oblivious transfer
protocol, except with arbitrarily small failure probability, cf. Figure [CMW04L [Mor(5].
It’s also shown that we can build oblivious transfer with unfair noisy channels for bounded
control of Alice and Bob on the parameters of the channels [Mar(5].

We say that oblivious transfer and then secure two-party computations can be built
from almost any noisy channel with unconditional security, ezcept with assumptions about
noisy model of the channel itself.
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1.2 Quantum Ere and No-go Results

Besides, the discovery of application of quantum mechanical concepts to information process-
ing has led to a new framework for both computation and communication [NC0O4].

The computational processes have been created as a mathematical abstract invention.
For long time, though there has been rigorous researches on computational models for de-
scribing what can be computed, the computational models remain abstract such as Turing
machines, logical circuits, programming languages, etc. Nevertheless, all of the real processes
have to obey ultimate physical rules of Nature. Such a first statement was made by Landauer
in his principle “the erasure of a bit of information would lead to the dissipation of an amount
of kT In2 of heat,” solving Maxwell’s thermodynamical demon puzzle [Lan61].

For a resume, classical information processing is concerned with applying transitions
on discrete input information which are normally encoded by sequences of binary symbols
{0,1} under Boolean Algebra. For the implementation, these two symbols are represented
by the distinguishable states {|0),|1)} of any two-state physical system. The development of
electronic devices with transistor technology has made computers more and more powerful
everyday. We are making denser and denser accurate devices with fewer cubic nanometers
per unit. However, the physical implementation of this abstract computing model realizes the
relation with physical laws as soon as actual computers are made with atomic scale devices
where quantum mechanical laws are involved. In the atomic scale, the physical systems act
quite differently, for instance a two-state system can be in a superposition state, i.e. it can
be in any state a|0) 4+ b|1) where a, b are complex numbers and |a|? +|b|? = 1. Moreover, the
transitions between quantum states are governed by the laws of quantum theory with new
features apart the classical ones [Gri04l [Per02].

Most of all, this new ere has made significant impacts to the field of Cryptology
(Cryptography and Cryptanalysis). These impacts are twofolds. In one direction, a new
computing model with robust algorithms [Sho94) [Gro96] requires serious reconsideration of
the computational security based on classical computing models [PQCO6]. In the other one,
the uncertainty principle and the non-cloneability of quantum mechanical information give
new unconditionally secure cryptographic tools such as random number generator ﬂm,
key exchange schemes [BB84l [Eked1l [Ben92].

Motivated by this promoting framework, many researches are directed to the construc-
tion of unconditionally secure primitives for secure computations without any assumption
except the postulates of ultimate laws of quantum theory.

The first proposal is for a coin flipping protocol which leads nearly to a bit commitment
protocol [BB84]. However, this scheme is found to be flawed by an attack which exploits the
special property of quantum entanglement. Later, despite many attempts to implement
quantum secure two-party computations’ primitives [BCJILI3], one could finally find some
flaws behind [May96].

Furthermore, a more general attack was claimed, exploiting the entanglement in the
two-party models, to flaw all possible quantum bit commitment protocols CCI7. In
fact, in the proofs of Mayers and Lo-Chau, the impossibility of quantum bit commitment is
simply derived from a property of the pure bipartite quantum states which leads to the fact
that if a bit commitment protocol is secure against Bob before the opening, then Alice can
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Figure 1.3: Seeking for quantum mechanics based realization of the assumptions

use a local transformation to change her secret.

A similar proof for the impossibility of quantum oblivious transfer protocols was later
described in [Lo97]. Because of the similarities between the no-go theorems for quantum
bit commitment and quantum oblivious transfer protocols, one used to talk only about the
theorem of quantum bit commitment.

However, though the theorem is claimed to be valid for all general protocols using
hybrid quantum and classical communication and computation [LCIT), the inter-
pretation for the generality remains unclear and causes researchers not to cease to either
challenge it [YueO(O, Yne(4l [Che03], or confirm it [Bub0Tbl [Che0f, [Chelfl, or reestablish
it [dKSWO6.

The obsession to this claim of generalization is that it is not clear to see how the
proofs cover all possible protocols which can consist of

1. classical computations with secret random variables,
2. communications via a classical channel that does not permit a pure two-party model.

One could say that the theorem on the impossibility of unconditionally secure quantum
bit commitment [LCY7, [May97]. and the theorem on the possibility of unconditionally secure
quantum key distribution [LC99, SPO0], are among the most interesting subjects in the
field of quantum cryptography. Moreover, these impossibility and possibility could lead to
philosophical thoughts about quantum theory [Bub01bl [CBHO3L [BEOH].

A related problem is to consider the relation between cryptographic primitives in the
quantum model of two-party protocols. While it was classically shown that bit commitment
implements coin flipping and is implemented by oblivious transfer [Kil88], oblivious transfer
can be built from bit commitment by transmitting quantum information [Cré94l [Yao95].
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Nevertheless, coin flipping, which is also banned from being implemented in the scope of
quantum mechanics by other no-go results [LCI8, [Kit(0?2], was shown to be strictly weaker
than bit commitment in the two-party quantum model [Ken99].

1.3 Contributions and Outline

This thesis is concerned with and contributes to the theory of unconditionally secure two-
party primitives, with either positive or negative results, particularly in the framework of
quantum mechanical model for two-party protocols.

In Chapter Bl we provide in detail our reviews on related works, mainly concerning
the constructions of oblivious transfer based on noisy channels [CMW04. [Mor(5]; the con-
structions of quantum variants based on Wiesner’s quantum conjugate coding; and Mayers’,
Lo’s and Chau’s (MLC) no-go theorems on quantum primitives.

In Chapter Bl we expose a development [Dan(7] contributing to the framework for
the construction of oblivious transfer based on noisy models. We propose to consider more
closely the model of a binary symmetric multi-error-rate channel which is implemented from
discrete memoryless channels by the same construction of Crépeau et al. [CMW04]. With this
channel, we can realize a general binary symmetric erasure channel by providing an error-rate
barrier separating good from bad error rates. We present also an implementation of secure
oblivious transfer from these extensions. Moreover, with such consideration of multi-error-
rate channels, we have freedom to separate two sets of good and bad for an improvement
of efficiency in building oblivious transfer, based on the probability distribution of the error
rates. We expect also that the introduction of the model of multi-error-rate channel can help
to solve the open problem on building oblivious transfer from noisy channels with continuous
alphabets [Mor(5]. However, a quantitative analysis is left to further consideration.

In Chapter [l we present a framework of building oblivious transfer variants based on
a quantum coding scheme using two nonorthogonal quantum pure states. We show that this
framework is equivalent to the existing one based on quantum conjugate coding [BBCS92]
[Cré94l [Yao95]. We highlight also the necessary of considering quantum coherent attacks in
protocol reduction schemes using classical combination of subroutines. In many cases, we
should be careful with traditional technique of classical privacy amplification and consider
general attacks by quantum machines.

Finally, in Chapter [ we present our reconsideration of general models for two-party
protocols. We show that in reality, a general two-party protocol is concerned with a macro-
scopic channel and should not be interpreted as a quantum two-party system consisting only
of two users’ machines. We present then a faithful interpretation for the generality of Mayer’s
and Lo’s & Chau’s no-go theorems in this general model which is a quantum three-party quan-
tum system, extended to include an environment system coupled with the classical channel.
With this interpretation, we show that the theorems can be extended to cover some particu-
lar oracle based models. These particular quantum oracles do not change the features of the
three-party model which is penalized by the attacks of the theorems. We remark that these
oracles are indeed in a class of oracles which do not make erasure of information. This leads
to a discussion on the thermodynamical feature of two-party primitives, based on Landauer’s
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principle [Lan61].

For a preliminary on the backgrounds of these works, the readers can refer to Chapter 2
for basics of computation theory, information theory and cryptography, and Chapter B] for
basics of quantum information processing.



Chapter 2

Probability, Computation, and
Cryptography

Cryptography was an ancient art of hiding information during communications. Till nowa-
days, it has been much developed and concerned to cover a larger domain of applications
in which the primordial goal of cryptography is to construct cryptosystems that will be ro-
bust against malicious acting to make these schemes fail their prescribed functionality. In
this cooperative context, the cryptosystems are required to be designed in accordance with

Kerckhoffs’ principles [Ker83]:

“A cryptosystem should be secure even if everything about the system, except
the key, is public knowledge.”

Forever, protecting the privacy of secret information remains its main object. The
question is “how much an untrustful adversary can infer about the secret of the other(s)?” In
a more concrete argument, “how secure is the secret against the adversary provided gained
supplementary information?” With this argument, one bases the privacy on two requirements:

1. The secret is perfectly secure, i.e. the knowledge about the secret is not affected by the
available information. In terms of information theory, the secret must be statistically
independent from the supplementary information. This point of view is known as
information based security.

2. The secret is secure if it is difficult to be computed from the supplementary information,
provided that computational power of the adversary is well defined. This point of
view is known as computational-based security, developed by Modern Cryptography in
connection with Computational Complexity Theory.
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2.1 Probability Theory and Information-Theoretical based Se-
curity

2.1.1 Probability Theory

Probability theory is a domain providing mathematical language for random phenomena that
lie beyond the limit of knowledge. A random phenomenon is associated to a randomness that
selects the outcome from a set of possible values with assigned probabilities, representing the
frequency of each possible value when the phenomenon is subject to a large number of trials.

For the notation, a random variable X over a domain X takes any value z; € X with
probability Pr(X = z;) (or P(X = z;)). We denote by Py the probability distribution and
Pr(X = z;) can be replaced with Px(z;). By the normalization, > .y Px(z;) = 1 for
discrete X or [, Px(z;) = 1 for continuous X.

The relation between two random variables is described by their dependency. Suppose
that when variable X has taken value x; € X, a related variable Y will have a conditional
probability distribution Py, x_,, where Y takes value y; in its domain ) with probability
Py)x—z;(yj). In many cases it can be denoted as P(Y = y;/X = z;) or P(y;/x;). Y is
independent from X if and only if Py and Py x_,, is identical for all z; € X.

In the field of computing and information theories, we are concerned with binary
variables and Bernoulli probability distribution:

Px (1) =p, Px(0)=1-p.

The probabilities manifest themselves when the number of trials is sufficiently large,
following the Laws of Large Numbers. An useful law of large numbers for binary distribution
is:

Theorem 2.1 (Rompel’s Law of Large Numbers). Let Xi,..., X, be Poisson trials, i.e.
independent trials with 1 < i < n,P(X; = 1) = p; and P(X; = 0) = 1 — p;. Then, for
X =" X, p=EX)=>",pi, and any p/n > 3§ > 0:

n

In case of Bernoulli trials, i.e., when p; = ps = ... = p,, this reduces to the well-known
Bernstein’s law of large numbers:

Theorem 2.2 (Bernstein’s Law of Large Numbers). Let X1, Xo, ..., X,, be independent ran-
dom wvariables following a Bernoulli distribution with p as the probability parameter. Then

for any 0 >0
n
P (‘211 X; —pl > 5) < 9p 107 /2
n

2.1.2 Information Theory

In the 40s, Shannon proposed a foundation for information theory in which an information
source is a statistical model for a physical entity that produces outputs called messages in a

10
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random manner with some a priory statistical parameters [Sha48l, [CT91]. We are normally
concerned with discrete sources whose messages take value in a set {z,..,z,} with proba-
bilities {px (z1),...,px (zn)}. So, a message from this statistical source is characterized by a
random variable X that takes value z; with probability px (z;).

We are usually working with discrete and memoryless channels, i.e. the transmission
of one message over the channel is statistically independent from the previous ones. Based
on this probabilist model, the system is described by a discrete input symbols alphabet X =
{71, ., 7n}, an output one ¥ = {y1,..,ym} and a conditional probability distribution Py x
where Py, x_,, (y;) specifies the probability of receiving output y; when input z; has been sent.
When the channel is noiseless, the probability distribution is trivial, i.e. Py/x—g, (y;) = 1 with
X = ). We work frequently with binary symmetric channel (BSC) where X = Y = {0, 1}
and the error probability is symmetric over X': p. = Py x—(1) = Py;x—1(0).

Shannon introduced also the first idea of mathematically measuring the privacy of a
secret [Sha48]. The main idea is to estimate the lack of information about a secret (message
or key) from the encrypted message, named ciphertext. This is then rigorously treated by
the theory of information, based on probability theory and statistics.

If a message, that must be assigned to some a priori known statistical source, is
unknown to a person, this person has no more knowledge about the message than the a
priori statistical description of its source: a message X can be instant z; with a priori
probability Px(z;). One measure of the knowledge can be expressed as the entropy of the
source, quantifying uncertainty about, or the privacy of, the message:

n
H(X) =) Px(z;)log Px(z;). (2.1)
i=1
H(X) = 0 when one of Px(z;) =1, i.e. the person is a priori certain about the occurrence z;
of X. H(X) is maximal when all the p; are equal, i.e. H(X) = logn, and we say the message
is perfectly secret. For binary distribution {p, 1 — p}, the binary entropy is denoted as

h(p) = —plogp — (1 — p)log(1 — p) = h(1 — p). (2.2)

Here, the probability distribution is merely subjective: if a message randomly chosen
by a person A is kept secret from another person B then the probability distribution assigned
to the message by A is trivial while the one by B is a flat distribution.

If another evidence y related to the message X is given to the considered person,
this changes the subjective probability distribution assigned to X by the person, known
as conditional probability distribution: X takes value x; with probability Px/y(mi). The
uncertainty about X is now

H(X[y) = Z Py (i) log Pxy (i)
i=1
If the evidence is also given as a random variable Y that takes value y; € {yi1,...,ym} with

probability py (y;), then the uncertainty about X of the person is averaged:

H(X/Y) = ZPY y;) H(X/y;) = ZZPXY i, Y;) 108 Px )y =y, (i) (2.3)
i=1 j=1

11
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This quantity is used for the remaining uncertainty, named equivocation by Shannon, about
X knowing Y. It’s convenient that knowing Y always reduces the uncertainty about X:

H(X/Y) < H(X),

and I(X;Y) = H(X)— H(X/Y) is the mutual information between X and Y that quantifies
the average amount of information about X revealed by Y.

Then, the privacy of the secret message X of a cryptosystem, that sends some message
Y to an adversary, against that adversary is characterized by the amount of information
about X revealed by Y, i.e. I(X;Y). The system is perfectly secure only if I(X;Y) =0 or
H(X/Y) = H(X), i.e. X.Y are pairwise independent. Because by definition, this security
is associated to the randomness and independent of adversaries’ computational power, it is
named unconditional security.

The measure of entropy was then developed by Renyi with the definition of Renyi
entropy of order a, where a > 0.

Ru(X) = 1 log (Z(Px(xi))“) .

i=1

When a approaches 1, Renyi entropy converges to Shannon entropy:

Specially, Renyi entropy of order 2 is usually used by for privacy amplification based on

universaly hashing [CW77, BBCM95]:
Ry(X) = —log (Z(PX(%))2> :

2.1.3 One-Time-Pad

By this measure, a simple cipher named Vernam'’s cipher has been proven to be perfectly
secure. Suppose we have a secret one-bit message described by random binary variable X:
Px (1) =p =1— Px(0). We choose then a secret one-bit key K with Px(0) = Pr(1) = 1/2,
and exclusive-or X and K to produce ciphertext Y = X @ K:

Py (1) = Px(0)pk (1) + Px (1) Pk (0) = 1/2 =1 — Py (0).

The conditional probabilities are

PY/X:b(O) =Pg(b)=1/2=1- PY/X—b(l)a
Py —p(0) = Px (b) =1 — Py /g—4(1),
Pxy=o(b) = Px(b) = Px;y-1(b),

(b) (b)
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for b € {0,1}. Thus, the conditional uncertainties of the message and the key, given the
ciphertext, are

H(X/Y) = h(p) = H(X), H(K/Y)=h(p) < H(K).

Therefore, the message is perfectly secure while the key is not. The solution is that we use
only one key once for one message, i.e. for a sequence of n bits, we use a key of n random
bits. This perfect cipher is so known as one-time-pad, and it is shown that any perfect cipher
must be as consuming in secret key as one-time-pad: H(K) > H(X) [Shad9l Si95]. Thus,
unconditional security and Vernam’s cipher is hard to be realized for communicating between
two users because it requires a shared secret key of the same length as the message. Neverthe-
less, one-time-pad is efficiently used in the construction of reductions between cryptographic

primitives [Gol(0Tl [Gol(4].

2.1.4 Error Correction and Privacy Amplification

Recall that the gap between knowledges of legitimate user and untrustful user upon a secret
is crucial for cryptosystems. In the computational point of view, this gap is expressed as the
computational easiness-difficulty in one-way functions [Gol(1]. In the information-theoretical
point of view, this gap is measured by entropies: the situations are interesting when the
legitimate user has less uncertainty about the secret than the malicious one. In such cases,
there exist mathematical tools for enhancing in one way the knowledge of the legitimate user
and in the other way the uncertainty of the malicious user: error correction and privacy
amplification:

1. while legitimate user, who has some advantageous knowledge, can produce the correct
secret by error correcting codes [MST77],

2. the remaining partial knowledge, after error correcting phase, of malicious user can be
reduced to be negligible by privacy amplification [BBCM95)].

These two techniques are used in exploiting noisy models for unconditionally secure applica-

tions such as key agreement BBBF92| Maud3], oblivious transfer [CMW04, Mor(H].

We cite here two important related asymptotic results for error correction and privacy am-
plification [BBCM33], Mor(i5]:
Theorem 2.3. For any ¢ > 0 there exists p > 1 such that for all v < 1 — h(p) and

sufficiently large N there exists a linear code with the length N and a number of check bits

at most (1 — v)N, failing to correct o N uniformly distributed errors only with probability at

Theorem 2.4. Let V be a uniformly distributed n-bit string and let W be generated by
independently sending each bit of V over a ¢-BSC. Let, furthermore, syn : {0,1}" — {0,1}"
be a linear function and G be a random variable corresponding to the uniformly random choice
of a function from a universal class of hash functions® {0,1}" — {0,1}'. Then,

HGW); (G, V = v, syn(W))) < 2~ FeWIV=v)==r) /15, 9

for all sufficiently large n. Ro(W|V =wv) > (h(p) — v)n for any fized v > 0 and sufficiently
large n except probability exponentially small in n.
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2.2 Computation Theory and Computational Complexity based
Security

The theory of computation is concerned with the automation of computing by algorithmic
processes of describing and transforming information. The fundamental question is “what
can be (efficiently) automated?”

In 1936, Turing proposed the Turing machine (TM) as a model of computation. It is
an abstract machine for deterministically manipulating symbols, equipped with a state that
is in any of a finite set of states, an infinite tape of cells that hold symbols from a finite
alphabets, and tape-head that scans the tape. In each step, following a finite set of rules
called program, the machine reads the symbol in the positioned cell, changes the state and
moves the tape-head to left or right. The machine has a special state for which the machine
halts, known as halting state. For some input string, which is the initial content of the tape,
the machine can terminate with halting state after a finite number of steps or run forever. If
the machine halts, the content of the tape is the output computed by the machine.

In terms of languages, the set of input strings on which a Turing machine halts is
named “language recognizable by” that machine.

Although its simplicity, one believes the assumption that this machine is the model for
any possible classical computation, known as Turing thesis. The modern theory of computa-
tion is indeed the theory of what can be computed by Turing machine [HMUQOT]. Moreover,
the major object of computing theory is concerned with the efficiency of Turing machines
for computational problems. Beside many easy problems which can be efficiently computed
by TM (in polynomial time), there are many difficult problems believed to not be efficiently
computed (in polynomial time), named as intractable problems. Two important classes of
easy and believably difficult problems are:

e P: class of languages that can be recognizable by a polynomial-time Turing machine.

e N'P: class of languages L that is associated with a witness language Y and a verifying
language R;, C L x Y:

1. Vx € L,3y € Y such as (z,y) € Ry,
2. ifx ¢ L thenVy €Y, (z,y) & Ry,

3. Ry is recognizable in polynomial-time in measure of length of z.

NP has an important subclass known as N'P-complete with the property that any NP
problem p; can be reducible to a NP-complete problem ps in polynomial-time. Then a
famous theorem of Cook proved that the boolean satisfiability problem is N'P-complete

([HMUOT], Theorem 10.9).

Then, modern cryptography is related to the theory of computational complexity
where the security of secrets is based on assumptions of difficult problems. For instance, the
security of the famous RSA public-key system is based on the difficulty of factoring large
integers.

14
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Evidently, the security based on hard problems is conditional and dependently related
to the unproven assumptions of their difficulty, e.g. P # NP or factoring large integers is
hard, as well as the computing model, i.e. Turing machine is the model for any possible com-
putation. This conditional security can be threatened by potential advances in algorithmic
or computing models. In fact, new concepts of quantum computing permit to factor integers
in polynomial time [Sho94], breaking RSA system, or speed up exhaustive searches of witness
for NP problems [Gro96].

Nevertheless, founded on computational complexity, modern cryptography has made
drastic advances where the embraced gap between easy and difficult problems leads to asym-
metrical cryptosystems of fruitful applications [Gol04].

2.3 Secure Two-party Computations’ Primitives

2.3.1 The Essential Primitives
Oblivious Transfer

The first proposal of oblivious transfer to be used in construction of cryptographic applica-
tions was made by Rabin [RabR1], in which the sender sends a bit and the receiver has only
probability 1/2 for receiving it while the sender does not know what has happened. Later,
another version was proposed by Even et al. [EGL85], known as chosen one-out-of-two obliv-
ious transfer, and preferred as a standard oblivious transfer. In this standard version, the
sender sends two bits and the receiver secretly selects to receive one and only one of sender’s
bits. Moreover, the two versions are equivalent [Cré&g].

In terms of two-party functionality, oblivious transfer is defined as an one-sided map-
ping {0,1}% x {0,1} — 0 x {0,1} where the sender introduces two bits (b, b1), the receiver
introduces a choice bit ¢, and at the end the receiver receives by x (1 — ¢) + by * ¢ while the
sender learned nothing.

Bit Commitment

Simply speaking, bit commitment is a protocol where Alice commits the evidence of the value
of a secret bit to Bob who cannot discover Alice’s secret, but then if Alice is supposed to
reveal the secret, she must prove its value and Bob can detect if Alice cheats.

In terms of information-theoretical security, the protocol must hold

e The concealment: Bob gains no information about Alice’s bit with the committed
information.

e The binding: At the opening phase, if Alice changes the secret value, Bob can success-
fully detect it.

It has been stated that a bit commitment protocol can be built, provided an oblivious

transfer protocol [Cré89]:

Protocol 2.1. OT — BC(b)
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e Commitment phase:

1. Alice prepares a sequence of n random bits x1,...,x, and generates another se-
quence yi, ..., yn such that Vi(1 < i < mn),z; ®y; = b. Bob prepares a sequence of
random bits ¢y, ..., cy.

2. For 1 < i, Alice and Bob execute OT (x;,y;)(c;), and Bob receives then a sequence
Rl eeey Rp-

e Opening phase:
1. Alice reveals b and sends all of (z1,...,2yn), (Y1,...,yn) to Bob.
2. Bob accepts if and only if V1 < i < mn,z = z;(1 — ¢;) + yic; and x; ® y; = b.

We see that the protocol is concealing because for each pair z;, y; Bob can receive only
one bit, and cannot determine the x-or of them. Besides, the binding can be assumed except
with probability exponentially small in n.

Coin Flipping

Informally, coin flipping is a protocol for Alice and Bob agree on a truly random bit.

If they are present at the same location, it is trivial for one user to toss a fair coin
with the observation of the other. However, if the two are far apart the one from the other
then they cannot realize the above scheme as the tossing user can lie about the outcome. In
that case, it is not trival to generate a random bit of which the probability distribution is
independent from the intentions of Alice and Bob with noiseless communication channels.

However, if we have a bit commitment protocol, we can easily implement a protocol
for Alice and Bob flipping a random bit:

Protocol 2.2. BC — CF
1. Alice prepares a random bit a and sends the commitment c(a) to Bob.
2. Bob prepares a random bit b and sends it to Alice.

3. Alice opens the commitment a with c(a) and Bob verifies. Then each user computes
r=a@b.

Moreover, much of interests in secure computation are concerned with the situation in
which one user has to generate random bits to be kept secret but the other one would rather
has commitment of the values [Gol04]. Simply, we can slightly modify the above scheme to
have such an augmented coin flipping protocol:

Protocol 2.3. BC — augmented-CF
1. Alice prepares a random bit a and sends the commitment c(a) to Bob.

2. Bob prepares a random bit b and sends to Alice who computes 1 = a @ b.
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Zero-Knowledge Proofs

The zero-knowledge proofs were introduced into the field of cryptography with much interest.
The first service is for proving assertions, commonly as “instance x belongs to language L”
in terms of computing theory, without disclosing any additional knowledge than the validity
of the assertions. The second is that, its formulation gave the idea of a simulator machine
which is widely used as standard formalism for proving protocol security.

An interactive proof system consists of two interactive machines, P for prover and
V for verifier, where the prover want to convince the verifier the validity of an assertion
commonly expressed as “a string x belongs to a language L.” The two machines have a
common input z and finally V' produces 1 if x € L and 0 otherwise. The introduction
of probabilist computation would weaken this condition with some negligible probability of
error.

An interactive proof system (P, V') for language L is zero-knowledge if for every verifier
Vx| there is a simulator My, such that for z € L, the distribution of output by My, on input
z is indistinguishable from the distribution of output by Vx interacting with P on input z.

An important result states that [Gol01]:

Theorem 2.5. Given bit commitment protocol, zero-knowledge proofs exist for all languages

in N'P

The idea for this statement is a construction for the 3 — SAT language, known as
NP-complete, and then any other NP language can be reduced to that, cf. Section

2.3.2 Reductions
Secure Two-Party Computations

We present here a sketch of the decomposition of secure two-party computations.

Any functionality can be decomposed into a logical circuits consisting of AND and
XOR gates, provided inputs and random tapes which is distributed to Alice and Bob. One
build then an oblivious evaluation protocol that replaces each gate by an augmented gate
that works on the shares instead of the plaintext-data: given the plaintext a then the shares
are a4 hold by Alice and ap by Bob such that a4 ®ag = a, where @ denotes the exclusive-or
(x-or) operator. In fact, we can implement evaluation gates with help of a 1-to-4 oblivious
transfer protocol, c¢f. Protocols 224

Protocol 2.4. Gate XOR: (aa,b4a), (ap,bg) = (a ®b)a,(a ®b)p.
e Alice computes (a ®b)s =as D ba
e Bob computes (a ®b)p = ap ® bp

then (a®b)a®(a®b)p=as®bs®ap Bbp = (aDD).

Protocol 2.5. Gate AND: (as,ba),(ap,bp) — (a.b)a, (a.b)p

17
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e Alice prepares a random bit v, and a table of 4 members
7‘17 € {07 1}7X1] = ((]‘A S3) Z)(bA @7) Dr

e Alice sends Bob the table via 1-to-4 OT where Bob can choose to receive only one of

the members. Bob enters agbp as his choice to receive Xg,p,.

e Alice holds r as (a.b)4 and Bob hold X as (a.b)p.

apbp
then (a.b)a @ (a.b)p =7 @ ((aa ®ap).(ba ®bg) ®r) = a.b.

Suppose that Alice and Bob want to compute a function f(z,y), and Alice holds input
x, Bob holds input y. Initially, Alice generates a random key x4 as a share; computes and
sends the other share xp = = @ x4 to Bob. Bob does the same for the shares ya,yp of y.
Then, with the evaluation protocol based on augmented gates for function f, Alice and Bob
compute with the shares and then get the shares of the final results of f. They are required
only a round for combining the final shares to obtain the decrypted results.

However, the above construction is secure only if Alice and Bob are semi-honest i.e.
each user respects the protocol but wants to learn the other’s secret. In reality, the users
can be malicious with unlimited behaviours, for instance they generate unfair random tapes,
substitute the intermediate results. Thus, it’s more difficult to construct a secure protocol
in such a malicious model. It was showed that with help of commitment, coin flipping and
zero-knowledge protocols, we can force malicious user to act as semi-honest [Gol04]. The
general compilation for the malicious model can be sketch as follows:

1. Each user makes the commitment of the inputs to the other.

2. Each user makes random tapes with augmented coin flipping protocol giving the com-
mitment to the other.

3. The users realize the oblivious evaluation protocol, but at each communication step,
the sender has to prove the correctness of the output message by zero-knowledge proofs.
It’s because the correctness of the next message, which is deterministically produced
from committed data and the previous incoming messages, is a NP statement.

Besides, given oblivious transfer, we can build bit commitment, and then coin flipping
and zero-knowledge proofs for NP languages. In summary, the reduction schemes show that
the secure computation of any two-party functionality can be built from oblivious transfer
solely. In other words, secure two-party computations can be founded on oblivious transfer,
cf. Figure [Tl

Proof of Security

In many circumstances, we expect building new, more interesting protocols upon existing
protocols served as subroutines. This technique is named reduction or protocol reduction.

In a formal way, the subroutines are treated as ideal oracles that implement the
specified functionalities of the subroutines, and the composed protocol invokes these oracles
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when necessary. Ideally, we would expect that the composite protocol is itself implemented
by an ideal oracle for the specified functionality.

In the field of cryptography, we have to consider the security for the new protocol by
guaranteeing that what a malicious party can do with the composed protocol is the same
as, or indistinguishable from, what this party can do when invoking the ideal oracle for the
protocol. The standard approach for arguing the security of the composed protocols which
are built upon the subroutines leads to the zero-knowledge criteria. It’s required that for the
malicious user, there exists a simulator which produces by itself indistinguishable output from
what produced by the machine interacting with the other honest users [Cré90] [Gol0Tl [Gol04].

In this thesis, we are only concerned with two-party protocols where the security is
considered when a party tries to cheat the other being honest. We will also simplify our proofs
of security without appealing to this beautiful but complicated framework using simulator
machines. In each concrete protocol, we will explicitly consider the information revealed to
the malicious adversary.
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Chapter 3

Quantum Information Processing

The computing or information processing machinery has obtained the ever greater success
in 20" century, issuing the electronic implementation of Von Neumann model which realizes
the Universal Turing Machine, an abstract computing machine stated to be able to compute
what is naturally regarded as computable.

In a way, any abstract computing machine musts be abstracted from mechanically
effective steps which can be automated, that is what “machine” means. The most familiar
abstraction is to Turing with Turing’s thesis for his computing machine:

Thesis 3.1 (Turing’s thesis). LCMs [logical computing machines: Turing’s expression for
Turing machines| can do anything that could be described as “rule of thumb” or “purely
mechanical”. (Turing 1948: 7.)

Input ------------ | Initial state
Rules - ————— - » Laws of motion
Output - —————— - Final state
Computing machine (abstract) Physical system (model)

Figure 3.1: Connection between Information Processing and Physical Motion

Inversely, any abstract computing machine may be conceivable within a physical
framework. Any real information processing system relies for its implementation upon sys-
tems whose behavior is completely described by the laws of physics. The connection between
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what can be done mechanically and an abstract computing model can be sketched as in
Figure B [Deul.

In this dissertation, we will be concerned with quantum information, in which the fun-
damental models for information processing are based upon the laws of quantum mechanics.
In the view of Figure Bl information are introduced as quantum states of physical systems,
observed by observable values from quantum measurement, and processing rules are realized
by quantum mechanical laws of motion.

This chapter introduces some fundamental features of quantum information, empha-
sizing quantum mechanical concepts of physical state, laws of motion and measurement.

3.1 Quantum State Space, Evolution and Measurement

We have first to be familiar to a mathematical language provided by quantum theory for de-
scribing physical systems of quantum scale of which the behavior is probabilistic but manifests
interference of waves. Remark that the notion “physical system” is rather an abstraction, may
not be a real entity. For instance, in a desired experience, the physical system is the polariza-
tion of a photon, not the photon itself; or in another experience, where we consider “position-
momentum” of a photon, the physical system is now reported to “position-momentum.” One
may admit an inverse definition as

“A quantum system is whatever admits a closed dynamical description within
quantum theory” [Per(2].

Then, with the physical system in test,

“a state is characterized by the probabilities of the various outcomes of every

conceivable test” [Per02].

For unifying the interference of probabilities of outcomes in quantum tests, quantum theory
has formulated each quantum state as a wave function which changes over time according to
Schrodinger’s equation, and belongs to a state space which is a Hilbert space. Although one
may be aware of the fact that

“quantum phenomena do not occur in a Hilbert space, they occur in a labora-

fory” [Per2],

it suffices for getting the hang of quantum language within its mathematical formulation in
Hilbert spaces, provided quantum postulates. A Hilbert space is defined as

1. It is a vector space H over complex number field C.

2. Tt is assigned an inner product function (.,.) from H x H to C that maps an ordered
pair of vectors (¢, 1)) to a complex number with properties:

(a) (1,%) > 0 and the equality happens iff. 9 = 0.
(b) (p,a.1h1 + b-apa) = a(p, 1) + by, 2) for a,b € C.
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(¢) (¢,9) = (¢, p)* where the asterisk () symbolizes for the complex conjugate.

In the area of quantum theory, one is familiar to Dirac’s ket notations:

e |4) stands for vector 1.
e (| 1) stands for inner product (¢, ).

e ) (p| stands for projection operator which maps vector |v) to (p|v).[1).

For describing the state of a quantum physical system, we adopt the first postulate of
quantum theory language:

Postulate 3.1 (Quantum pure state). Any isolated physical system is associated a state space
which is a Hilbert space. The system is completely described by a unit vector in the associated
state space, i.e. its norm ||| = /(| ) = 1. This state vector encodes the probabilities for
the outcomes of all possible measurements applied to the system.

Then, the state of a quantum system evolves in time following quantum theory of
motion:

Postulate 3.2 (Unitary evolution). The evolution of a closed system is described by a unitary

operator on the state space of the system. That is, given the initial state |1) and the evolution
operator U, UU' = UTU = I, the final state is

W) =Uly).

For human knowledge about a quantum system, one needs to measure the system
with observables which interact with the quantum system, amplify the magnitudes and show
the results as macroscopic signals. After the measurement, the state of the quantum system
is modified according to the result. So, the ultimate measurement is an observable which
is a collection of projections corresponding to possible real outcomes, known as projective
measurement:

Postulate 3.3 (Projective measurement). Every physical observable is represented by a Her-
mitian operator on the state space of the system being observed, i.e. the observable operator
can be diagonalizable with real eigenvalues. It has a spectral decomposition

M =Y aP,
i

where the eigenvalues a; € R represent the outcome signals, and P; s the projector onto the
eigen-space of M with eigenvalue a;. We see that P; = 3 |vij) (vij| for {|vij)}; being the
collection of corresponding eigenvectors of a;.

When measuring the state |1), the probability of getting outcome a; is

plai) = (P| Pi[4)

and given that outcome a; occurs, the state of the measured system is projected by P;, or
collapsed to:

Bily)
p(a;)
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Normally, rather than giving an observable in Hermitian formalism, one specifies a
collection of complete orthogonal projection operators {P;}, > . P = I, P;P; = §;; P; for an
implicit observable M = )" iP;. Particularly, one frequently uses the term “measure in the
basis {|v;)}”, where {|v;)} forms an orthonormal basis of the state space, for the observable
given by the projection operator list {P; = |v;) (v;]}. Then, any state vector is an unit
(or normalized) vector |v) = Y. ¢;|v;),¢; € C. The measurement of the system in state
|v) “in the basis” will give outcome i with probability p; = |¢;|?, Y. |c;|*> = 1, and if the
outcome a; occurs then the system is in state |v;). ¢; are known as probability amplitudes,
but furthermore they inherit the property of complex numbers and manifest the interference
within the linear algebra over Hilbert spaces.

3.2 Statistical Ensembles, Density Matrix

In quantum world, probabilities are not always manifested as complex amplitudes. Sometime,
we are given a system in a mized state which is described by a statistical ensemble, i.e. the
system is in one of states {|t;)}; with respective probability p;. This ensemble is normally
denoted as {p;, |1;)}. We are then provided the density operator language as a convenient
mathematical description for this kind of quantum state. Within this language, the above
statistical ensemble is represented by a matrix

p:ZpZ'"L/JZ'> (1,01‘ with Vi,p; > 0 and Zpi: 1.

When the system is measured with an observable M = Zj a;Pj. according to Postulate B3]
each member state |¢;) (with probability p;) gives outcome a; with probability

plaj/i) = (Pi] Pj |¢i)
and the corresponding output state is

‘wi'>: Pj |¢7) ‘
Y p(ag /i)

Thus globally, outcome a; occurs with probability
plag) = pipla;/i) = pi (Wil P lobi) = > pitr (P i) (i) = tr(P;p)

where tr(.) is the trace operator, and the corresponding output state of the system is an

ensemble {p(i/a;), |vi;)}i with p(i/a;) = piﬁ%)/z). Then, by the density operator language,
: : : ;

the matrix representation of this ensemble is

P = Zp(i/afj) |%iz) (Pig| = Z pip;(i7->)<¢i N t?“f}j )

j
Evidently, when the system is in a pure state |¢) then its matrix representation is |1) (1],
and more general, we can show that if a system is prepared to be in states with matrix
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representation p; with respective probability p; then the matrix representation of the global

state is p = ). pip;-
In general, every matrix representation p adopted as above satisfies the following
properties, and defined as density matriz or density operator

Definition 3.1 (Density operator). A matriz (operator) p is a density matriz (density op-
erator) if and only if

1. p is a positive matriz (operator), i.e. ¥ |9), (] p|) > 0, and

2. p has trace equal to one - tr(p) = 1.
Within this new language, Postulates BB and are generalized as

Postulate 3.4. The state of any isolated system is completely described by a density operator
on its state space. If the system is in state p; with probability p; then the density operator for
this probabilist state is p =, pip;.

Postulate 3.5. The evolution of a closed system is described by a unitary operator. Given
the system in starting state p and a unitary operator U, the final state is then

p = UpUT

Postulate 3.6. When measuring a system in state p with an observable which is a Hermitian
operator M =" a;P;, )", P; = I, outcome a; occurs with probability

plai) = tr(Pip)
and the according output state of the system is
PipP;
tr(Pp)

An important property is that a density operator can represent infinitely many mixed
states, i.e. statistical ensembles. For instance, the density operator

L
0 3

can be seen as a mixture {1/2,]i)},i € {0,1} or a mixture {1/2,[5)},7 € {+,—} where
4+) = (]0) + [1))/v2, |=) = (|0) — [1))/v/2. We can see later that a density operator
represents also the state of a component of a composite system which is in an entangled
state. No matter for which mixture a density operator stands, i.e. how it is prepared, its
behavior is consistent to the laws of Postulates and

For the classification of ensembles which give a density matrix, Hughston et al. showed

pPi =

that

Theorem 3.1 ([HIWI3)’s theorem). Two ensembles {p;, |1i)} and {q;,|p;)} generate the
same density matriz if and only if

Vi li) = Zuij\/q_j\‘ﬁj) ;

J

where (u;;) is an unitary matriz with indexes 1, j while padding some vectors 0 to the set of
smaller number vectors.
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3.3 Composite Systems, Entanglement and Partial Trace

In many cases, we are concerned with physical systems which are made up of distinct com-
ponent systems. For describing the state of composite systems, quantum theory appeals to
tensor product and issues the following postulate:

Postulate 3.7. The state space of a composite system is the tensor product, denoted ®, of
the state spaces of its component systems. If we prepare a composite system by preparing
each component, indexed by i = 1,...,n, in states |1);) then the joint state of the global system
is [11) @ ... ® |1hp). Or, in the density operator language, if each component i is prepared in
state p; then the composite system is in state p1 ® ... Q py,.

Specifically, if {|i) },, is a basis of state space H; and {|j)}, is a basis of state space
Ho, then {|7) ® |) }imxn forms a basis of m x n-dimension joint state space H1 ® Ha. In most
of cases, we can use |ij) for joint state |i) ® |j), but not for joint state space.

A major difference of this quantum joint state space from classical counterpart is the
joint superposition in the global space, i.e. given a basis {|i1) ® [j2) ® ...}mxnx... (or shortly
{l#7...) }mxnx...), any superposition

ar |1L.) + o+ o [mn), a5 € C

is also a possible state of the composite system. In principle, we can measure the composite

system by an observable on the joint state space. For instance, with M = Z” aij... ig...) (ij...|,
a;j... € R, then outcome a;;.. occurs with probability \aij\Q and the corresponding collapsed

state is |ij...). Moreover, we can separate the components of the composite system, and

measure any of the components locally. For instance, we measure only the first components

with the observable M = )", b; |i) (i|. The initial state of the global system may be rewritten

as »_; 1) ® (3_;. @ij...|j...)). Then the local measurement will project the first component

to a collapsed state [1) with probability p; = >, |avij.|?, and the global system is in the

corresponding state i) ® (32, aij. [4..))//Pi-

Thus, this leads to a particular case that some superposition joint state Zv] agj. |ig...)
cannot be prepared by separately preparing each component in certain states |¢) and joining
them as a tensor product [11) ® |12) ® .... With such quantum states, there is a correlation
between the probability distributions of local measurements on separated components. For
instance, we prepare a two-component system in a state

[%0) ® o) + 91) ® 1)
V2

and separate the two components arbitrary long apart. Now we are supposed to measure
the first component with an observable consisting of |1g) (¢g|, |11) (11|, then if the first
outcome occurs then the global system is collapsed to [1g) ® |@g), i.e. if we measure the
second component with an observable consisting of |pg) (o, |p1) (1| then we receive the first
outcome with certainty. Here, the action of the measurement on the first component instantly
has effect on the distant second component, that makes the most fictitious characteristic
of quantum theory. This phenomenon is referred to as quantum entanglement, discovered

, for (tho| 1) = 0, (ol ¢1)
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and criticized by [EPR35], but confirmed by the experienced violation of variants of Bell’s
inequality [Bel64] [TBZGI]].

For describing parts of a composite system, one may seek for how to correctly describe
observable quantities of these parts. The uniquely appropriate formulation found for that is
the partial trace operator, ([NC04] - Box 2.6), defined as

p = trp(91) 4 ® l91) s (2l 4 ® (021 5) = ({02l 1)) 1) (Wl

Then, in the language of density operator, if a composite system in product state p8 = p;®p»
then the reduced trace for system A is p* = trp(p1 ® p2) = p1. This density operator is
exactly density operator state of component A. In case of entangled state, for instance

|0AOB> + |1AlB>
b+ =
| )AB \/i

then the partial trace for A is p* = |0) (0| /2 4+ |1) (1] /2. Although this density operator is
like the state of a mixture, for instance {1/2,7)},7 € {0,1}, the state of A may not exist as
its state is not assigned to any real mixture. Nevertheless, the density operator p* describes
accurately the behavior of A according to Postulates BAl

3.4 General Measurement and POVM

By coupling a system with another ancilla system, doing unitary dynamics and projective
measurement on the ancilla, we can realized any general measurement ([NC0O4] - pages 94-95):

Postulate 3.8. Quantum measurements are described by a collection of measurement oper-
ators {M,,} acting on the state space of the system being measured. This collection satisfies
the completeness: M;%Mm =1, the identity operator.

If the state of the system before the measurement is |1)) then outcome m occurs with
probability

p(m) = (3| M, My, |4)

and after the measurement, when m occurs, the system is in state

M, |)

p(m)

Or in the density operator language, if the initial state is p then
p(m) = tr(M, Mpyp)
and the corresponding final state is

_ MpM,,
pm = — =
p(m)
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Chapter 3. Quantum Information Processing

When we are only interested in the measurement statics, not the post-measurement
state of the system being measured, it suffices to abbreviate the measurement operator as
Positive Operator-Valued (POV)

E,, = MLMm, for M,, being general measurement operators.

The measurement of a system in state |1)) will output m with probability

Any POV measurement (POVM) is then defined as a collection of positive operators {Ep},
ie. Vm,|¢), (Y| By |9) > 0, such that ) F,, = I. This formalism is simpler than the one
for general measurements and sufficient to determine the probabilities of different outcomes
in a general measurement.

3.5 Non-Cloning and Distinguishability

In many circumstances, it may happen that we have to identify or guess the state of a single
quantum system, prepared to be in a state from a set {p,} assigned some a priori probabilities
{pp}, i.e. the statistical ensemble {py, py}. We will see that the distinguishability of quantum
states is a fundamental measure for the security of quantum cryptographic protocols.

A crucial property of quantum system is that we cannot reliably copy an arbitrary
quantum state [WZ82]. Indeed, suppose we have such a copying machine, which couples the
system that we want to copy its state |¢) with an equivalent system initialized in a certain
state |e), and does a quantum dynamics over the composite system to have the second system
in the desired state |¢). In the quantum language, this dynamics is a unitary operator over
the product state space:

U(l4) @le)) = [4) @ 4) .
Thus, for any two different states [11) , [1)1):

U(lgr) @le)) =) @ [¢n1),  Ull2) ®[e)) = ltha) ® |¢ho) -

And, by the linearity of quantum operators, if we introduce a state |¢') = a|¢1) +b|1)2) then
the output state is

U((algr) +bl2)) @ le)) = Ulalh) @[e) + blp2) © [€)) = algh) @ |1h1) +bih2) ® |¢ho)

which is not the desired result [¢)') ® |9)’') that the copying action would have made. Moreover,
as the unitary operator preserves the inner product:

(e] ® (1h1]4h2) ® |e) = (e] ® (41| UTU |3h2) @ |e)

= (e| ® (1] 2) ® le) = (P1| ® (P1]9h2) ® |9ha)
& (1)) = (1] 4h2)”
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that can only happen when either (1|19) = 0 or (1|1p9) = 1, i.e. |1h1),|1h9) are either
orthogonal or identical. Thus, we cannot copy quantum states belonging to a set of non-
orthogonal states.

Evidently, if we are given a system in a state belonging to a set or orthogonal states
{|v;)}, we can measure it with a projective measurement {P; = |v;) (v;|} and prepare a new
system in state |v;) if outcome ¢ occurs.

Conforming to that, two non-orthogonal states cannot be reliably distinguished by
any measurement. One see that, for distinguishing quantum states, one must use a certain
measurement, which is in general a POVM {F;}, and one may distinguish them based on the
probability distribution of outcomes for each prepared state [Fc95].

Suppose that we are provided a quantum system in one of two states py, po with which
the POVM outputs ¢ with respective probabilities p;, g;. The distinguishability can be then
measured as the distance between probability distributions p;,g;. A convenient measure of
distance is the fidelity

pz ; (Iz Z VPiqi-

We see that when F(p;, q;) = 1, the two distributions are identical, i.e. we cannot distinguish
them, and when F'(p;, ¢;) = 0 then for all outcomes i one can reliably distinguish p;, ¢; because
there must be either p; = 0 or ¢; = 0. And so, the distinguishability of two quantum states
can be measured by the fidelity of the best measurement, i.e.

F — min F(p;, g;
(p1,p2) win (pi>ai)

It is shown that [NC04]

1/2 1/2
Flp1.p2) = try/pi* papt/

The first proposal for quantum fidelity, due to Jozsa, was the square of the above commonly

used fidelity, i.e. (tr pl/ p2p1/2) oz,
Therefore, provided two non orthogonal states (1), ). (1) (], i) (val) =

| (1] p2) | > 0, we cannot reliably distinguish them.

Another usual measure of distinguishability is the mutual information that the out-
comes of the measurement reveal about the initial state. For a POVM {F}}, the probability
of outcome b is

b) = pitr(piEy) = tr(pk)

i

where p = ). pip; is the density matrix for the ensemble {p;, p;}. Besides, the probability of
outcome b when the system is prepared in state p; is

pi(b) = tr(pi Ep).

Then the mutual information [Shad8 [CT9T] with the POVM {E,} is

1(i;b) Zpl (b/7)
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where H(b) = >, p(b)logp(b) and H(b/i) = 3, pi(b)logp;(h). This amount of accessible
information is bounded by Holevo’s inequality:

I(ish) < S(p) — Zpis(m)

where S(.) is Von Neumann entropy function of a density matrix:

S(p) = —tr(plogp). (3.1)

Conformally, the mutual information is sufficient to reveal the identity of the prepared state,
I(i;b) = H(i), when the subspaces expanding p;’s eigenstates are pairwise orthogonal.

3.6 Bipartite State: Schmidt Decomposition and Purification

This dissertation is primarily concerned with composite systems made up of two major com-
ponents lying at users’ locations of two-party protocols. This kind of composite systems is
specifically named bipartite systems whose states are described in a bipartite state space.

Two properties of great importance for bipartite systems are the Schmidt decomposi-
tion and purification.

Theorem 3.2 (Schmidt decomposition). Suppose 1) is a pure state of the composite sys-
tem AB where the state spaces Ha,Hp are of dimensions m,n respectively. Then there
exist an orthonormal vector set {|ui),...,|ur)} of Ha and an orthonormal orthonormal set
{lv1), ..., |vp) } with some r < min{m,n} such that

) = Ailui) |vi)
i=1

where \; are positive real numbers, named Schmidt-coefficients.

Proof. Suppose p” is the reduced density matrix of [¢) for system A:

pt = tra(|p) (¥).

This matrix is diagonalizable with positive eigenvalues p; and stands for an ensemble of its
r < min{m,n} eigenstates {p;,|u;)}. We can add to this ensemble some orthonormal states
|ui),i = r + 1,...,m (with probability 0). These eigenstates form an orthonormal basis of
H 4. Then, there exist vectors |¢;) in Hp such that

¥ =3 u) )

As, pA = trg(|9) (¢]), it musts hold that (p;| ;) = 0 fori # j, (pil@i)) =1fori=1,..,r
and (p;| @) =0fori=r+1,.., m.
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Thus, we can find the orthonormal states |v;) = A; |¢;) with A; > 0 and

T
= Ailui)|@i) -
=1

Returning to the diagonal form of p, we notice that p; = A2 U

With this decomposition of bipartite states, Theorem Bl implies an important corol-
lary for generating p-ensemble at space-like separation, which leads directly to the no-go

theorem for bit commitment of Mayers, Lo and Chau LCa7):

Theorem 3.3 (theorem for bit commitment). Suppose |1g),|11) are two pure states of a
bipartite system AB satisfying that the reduced partial traces for B are identical:

tra(|vo) (Yol) = trallsr) ().

Then there exists a local unitary transformation acting on the state space of A, Ua, that maps
|vho) into [41):
Ual$o) ap = ¥1) ap

Proof. (Sketch) - Let the Schmidt decompositions of |¢y), [¢1) be

[4po) = ZMeZ [fi) s [4) ZA' l€f) | £7)

As tra(|vo) (Yol|) = tra(|tr) (¢1]), it musts hold that r =" and Vi = j, \; = X}, | fi) = >
Thus, there exists a unitary transformation on H 4 that transforms the orthonormal set {e;}
into {|e})}, and hence |tg) into |tg). O

On the other hand, the purification assumes that for the state p of a system A, we
can introduce another system B and prepare a pure state |1) for the composite system AB
such that the reduced partial density matrix for A is the same as p:

tru([y) (4]) =

Notice that, from the Schmidt decomposition, cf. Theorem B2 it suffices to take Hp = Ha.
There may be many purification of a particular density matrix p.

Moreover, the relation between a density matrix and its purification states is stated
by Uhlmann’s theorem [10z94]

Theorem 3.4 (Uhlmann’s theorem). Suppose p1, ps are two density operators acting on a
same state space then

F(p1,p2) = max | (1] 1)2) |

where the mazimum is taken over all purifications |11) of p1 and |12) of po.

Indeed, the proofs of Uhlmann’s theorem gave a strengthen version of this theo-

rem ([NCO4] - exercise 9.15) [L0z94]:
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Theorem 3.5 (strengthen Uhlmann’s theorem). Suppose p1,ps are two density operators
acting on a same state space, and |11) is a purification of p1 then

F(p1, p2) = max| (41| 4ho) |

where the mazimum is taken over all purifications |12) of pa, and there exists a purification
|1h9) realizing the mazimum.

3.7 Quantum Mechanical Processing of Information

Finally, the laws of quantum physics can be used for information processing as in Figure BT}
information are represented by quantum states, processed by quantum operators, and finally
observed by human via measurements.

Similarly to the domain of classical information, the elementary unit of quantum
information is a quantum bit, named qubit, which is the state of a single physical system of
2-dimension state space Hy. Normally, a standard orthonormal basis is selected with two
orthonormal qubits {|0),|1)}, and any qubit is expressed as a superposition a |0) + b|1).
Physically, a qubit can be carried out by the polarization of a photon, the spin of an electron,
or any two-state system ... [Prd.

Moreover, quantum information inherits the features of quantum mechanics, issuing
various important results. The emergence of quantum information processing has the most
noticeable impacts to the domain of Cryptology, for both Cryptography and Cryptanalysis.

Quantum Computing

Quantum computing is primarily concerned with the the design of quantum algorithms for
desired computations. The most referred as standard quantum computational model is the
circuit model which consists of three stages: (i) preparing a quantum system in state |0);
(ii) applying a unitary evolution to the initial state; (iii) reading out the final result with
measurements [NC04]. Though there exist some other equivalent computational models
such as measurement-based computation model [RBOTL Nie03], quantum adiabatic compu-
tation [FGGSO0, RDMVQTL, Rol04, [AvDKT04], we will primarily use the standard quantum
circuit model in the sequel.

It is stated that any quantum unitary transformation on an n-qubit system can be de-
composed into one-qubit unitary rotations and two-qubit controlled not (CNOT) gates [NC04].
The complexity of a quantum transformation is then measured by the number of these prim-
itive gates used for building it.

Any sequence of qubits is then characterized by the product of their state spaces,
Ho ® ... ® Hy. Thus, if a classical message of n bits can take one of 2" values z € {0,1}", a
quantum message of n qubits can be in any of infinitely many states ng{ﬂ,]}n ¢z |z) ,eq € C
The information processing algorithms are realized by unitary quantum dynamics. Thus,
by the linearity, if we introduce a superposition of inputs to a unitary U then we can get
a superposition of processed counterparts: U(Zme{m}n e lz)) = Zme{o,un ¢ U |xz). This
property makes the fictitious parallelism of quantum information processing , exploited to
build robust quantum algorithms [NC04].
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This new discipline has led to outstanding results, ever gainable in the classical com-
puting models [Sho94l [Gro96]. This progress has most impact on the field of Cryptanalysis:
Shor’s quantum factoring algorithm would breaks down the widely used RSA and related
systems; Grover’s search algorithm would speed up the breaking of secret keys [Gra96].

Quantum Communication

In another direction, the communication of quantum information also reveals advantageous
features.

The non-copiability and non distinguishability of non orthogonal states can help to
build quantum communication channel which help to implement unconditionally secure pro-
tocols, imposible with trivial classical counterpart, for exchanging secret keys [BB84, [Eked1l
Bend?).

Besides, the special correlation between the states of distantly separated quantum
systems, known as quantum entanglement, provides significant reduction of the cost of com-
munication in distributed computations [BW92, [SvD00, [BCvD]. Quantum entanglement also
helps to transfer an unknown quantum state by sending only classical information ﬂm
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Chapter 4

Noisy Channels, Quantum
Conjugate Channel, and The No-go
Theorems

As shown in the Chapter Bl general secure two-party computations can be implemented,
solely based on oblivious transfer. In turn, oblivious transfer cannot be classically built
from scratch, i.e. without any assumption [Kil88]. Nevertheless, this primitive becomes an
intermediate layer, a term borrowed from the field of computer network engineering, that
separates well the applications from specific cryptographic assumptions, such as modern
computational complexity assumptions. This relaxing encouraged researchers to investigate
whether they can make the security of protocols better, based on other assumptions than
computational complexity ones.

The main stream of these investments is seeking for realistic noisy channels that could
implement oblivious transfer protocols. The implementation is based only on information
theory that carries a provable unconditional security, evidently depending on assumptions
about noise models.

In one direction, these investments relax the assumption of standard oblivious trans-
fers, Rabin OT and one-out-of-two OT. This weakening action may cover a larger class of
possible noisy models JCK88, [Cré97, [DKS99, [KMOT, SW02, [CMW04, [Mor(5)].

In the other direction, one would find out practically physical channels that match
the theoretical assumptions. Since the introduction of quantum mechanics into the field
of communication and cryptography [Wie83|, the successful implementation of key exchange

schemes [BB84 [EkedTl [Ben92] with provable unconditional security [LC99, [SPO0] has encour-

aged researchers to seek for quantum unconditionally secure bit commitment and oblivious

transfer [CK88 [BBCS92 [BCILI3]. Much interest aimed to exploit the uncertainty princi-

ple and the non-cloning property to implement wanted noisy channels for oblivious trans-
fer [CKR8l [BBCS92]. However, this intention was rejected by a no-go theorem of Mayers and
Lo & Chau, which was first discovered for quantum bit commitment protocols [CCI7
and then for quantum oblivious transfer protocol [Lo97].

The material of this chapter concerns a review of the two mentioned research directions
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and Mayer’s, Lo’s & Chau’s no-go theorems.

4.1 A General Definition of Oblivious Transfer

Even though one-out-of-two oblivious transfer and Rabin’s oblivious transfer are equiva-
lent [Cré88], the former is more convenient to use and considered as the standard version of
oblivious transfers. We will shortly name it “oblivious transfer” while Rabin’s version will
be named “Rabin OT”.

Simply speaking, by definition, OT is a primitive where Alice has two secret bits by, by
and Bob can choose to get one but not both while Alice cannot know Bob’s choice. In terms
of information theory and probabilities, we usually work with non-ideal oblivious transfers
as oblivious transfer protocols provided characterizing parameters.

Definition 4.1. An oblivious transfer protocol is a transmission scheme where Alice has two
secret bits bg, by to send to Bob who has a choice ¢ to get the bit b.. The scheme assumes
three non-zero values:

e Correctness Po: the probability that Bob gets b, when Alice and Bob are honest.

e Alice’s privacy Hpg: the final minimal remaining uncertainty of Bob about by _. whatever
his strategy when Alice is honest.

e Bob’s privacy H 4: the final minimal remaining uncertainty of Alice about ¢ whatever
her strateqy when Bob s honest.

We see that an ideal oblivious transfer protocol has Po = 1,Hg = 1,Hy = 1. In
an asymptotic manner, we can have unconditional but non-ideal oblivious transfer with
Pc, Hp, H4 asymptotically close to 1, depending on some parameter N.

4.2 Building Oblivious Transfer from Noisy Channels

4.2.1 Oblivious Transfer as Erasure Channels

The original version of oblivious transfer protocol, proposed by Rabin [Rab8], is simply a
Binary-Symmetric Erasure Channel with erasure probability 1/2:

Definition 4.2. BSEC(r) < Rabin OT(r)
1. Alice sends r.

r with probability 1/2,

2. Bob receives v’ = ' .
L with probability 1/2.

where 1 is the erasure out put symbol.

This erasure channel can implement the chosen one-out-of-two oblivious transfer, fol-
lowing Crepeau’s reduction scheme [Cré&8]:
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Protocol 4.1. BSEC — OT'(by, b1)(c)

1. Alice picks 3n random bitsr;, i = 1,...,3n, and sends to Bob via the BSEC. Bob receives
!
’)"7:, Az

2. Bob makes two disjoint index sets Iy, Iy, |Io| = |I| = n, such that A; =0 for all i € I,
and announces (I.,I1_.) to Alice.

4. Bob computes b. = (B;c;, 7)) @ be

Roughly speaking, based on the Law of Large Numbers, the correctness of Protocol Bl
can be hold as Bob receives in average 3n/2 bits r; without errors with large value of n. So
Bob can make n indexes I with complete knowledge of r;, for decoding i)c. Nevertheless,
Bob cannot set 2n indexes for getting complete knowledge of ry,.rr,, and thus one of by, b;
must can not be learned.

4.2.2 General Binary Symmetric Erasure Channel

Relaxing the security assumptions, we can have an extended version of imperfect binary
symmetrical erasure channel:

Definition 4.3. (¢, ¢',p,)-BSEC
1. Alice sends r.

0 ith babilit ,
2. Bob receives (r', A) with A = w?‘ prova ” Y P
1 with probability 1 — p,,

where A is a symbol denoting the erasure status of the channel. The error rate in the non-
erased case is @, i.e. p(r' #r/A =0) = ¢ and the error rate in the erased case is significantly
greater, bounded by ¢': 1/2 > p(r' #r/A=1) > ¢ > ¢.

Inspired from Crépeau’s reduction [Cré88], with help of appropriate error-correcting
codes and privacy amplification algorithms, we can implement an oblivious transfer protocol

with this imperfect erasure channels [Cré97, [CMW04]:

Protocol 4.2. (¢,¢',py)-BSEC — OT(by,b1)(c)

1. Alice picks N random bits r;, i = 1,...,2N, and sends to Bob via the (¢, [,pqs)-BSEC.
Bob receives 1, A;

2. Bob makes two disjoint index sets Iy, Iy, |Io| = |I| = n, such that A; =0 for all i € I,
and announces (I.,1;_.) to Alice.

3. Alice computes and sends (so = syn(ry,),s1 = syn(rrp,_.)) to Bob.

4. Alice picks a sequence of n random bits m and sends to Bob.
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5. Alice computes and sends (by = ko @ bo. by = ki @ b1) to Bob, with kg = (r;, ® m),
ki = (rr, . ©m).

. / / 7
6. Bob uses s. to correct errors in 7, computes k. = (r,o ©m) and b, = k. & b,.

The intuition behind Protocol is that Bob can correct all errors in r7, when he is
honest while, even though Bob is dishonest, the average error rate in both ry,.ry, is signifi-
cantly greater and so a significant amount of error bits remains in at least one of r7,,7 € {0,1}.
The distribution of error rates received by Bob can be illustrated as in Figure BTl

error rate
1
I e e
| |
N 1
| | |
95’ ************** — \ \
¢ o |
i : : | |
ijpg IN
Il =n Ll =n

Figure 4.1: Distribution of error rates received by Bob

In this construction, Pg is the probability that honest Bob, who makes [ as the index
subset with the best average error rate, can correct all of the errors in 7"’,0 with syn(ry,). Hp
is the uncertainty of k1 _. after the error correction and the privacy amplification phases, even
though Bob is free to set Iy, I,

Hyy = max ( S° p(m)H(ri, @ m/rh,, syn(r). m>) .

1=0,1
me2n

We can have both Pr, Hp asymptotically close to 1 with large values of N and an appropriate
choice of n and the error correcting code [CMW04].

In Protocol EZ, we choose n = (pg + )N with 0 < 8 < pg. As n < py2N then Bob
can almost set Iy with error rate ¢ in 7"[0. Simply speaking the missing information of ry,
is H(ry,/r7,) = nh(p). Then Alice sends sg, s1 each of which contains at least nh(p) bits of
information. Meanwhile, as 2n > p 2N, r} .r} accumulates some received bits an error rate
significantly greater than ¢. The missing information of r;,.ry, is

H(ri,.rr [11,71,) 2> Pg2Nh() + (2n — pg2N)h(y")
Then the coding theory permits to use codes with

H(TIO'TH /T’IO'T’I1) - 2H(TTU/T’IO)
4

|50l = |sa| = H(rs,/r7,) + = (n+pgN)h(@)+ (n—pyN)h(¢')
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for efficiently correct rj while there remain at least (n —pyN)(h(¢") —h(p))/2 bits of missing
information in one of rj , 7} . Then, the privacy amplification operation (r;, ® m),i € {0,1}
enhances the security that prevents Bob from learning both bg, by.

Besides, Bob’s selection of index sets Iy, I; depends only on the probability distribution
of A; that is uniform for all index ¢ = 1, ..., N. Thus, Alice cannot distinguish Iy, I; to gain
information about c.

4.2.3 Non-trivial Discrete Memoryless Channel

A discrete memoryless channel (DMC) is a statistical model describing the communication
medium with discrete input alphabets X = {z1,..,x,} , output alphabets Y = {y1,..,ym},
and the current output received by the receiver depends only on the current input of the
emitter, corresponding to a probability distribution Py y-.

Informally speaking, a DMC is non-trivial if it cannot be decomposed into separate
sub-channels each of which has capacity 0 or 1. [CMW04] states a special character of non-
trivial DMC that

Theorem 4.1 (CMW theorem on DMC). There exist x1,19 € X such that

1. Pyjx—g, # Py)x=z,;
2. there exist y € Y such that Py)x_,, (y) > 0, Py x—z,(y) > 0;

3. let, for A\, u; € 10,1],

APy x—g + (1= N Pyyx_gy = > 1iPy/x—a,

then p; > 0 implies that Py x—y; = TPy x—y, + (1 = 7)Py/x -,

The first and the second properties assume that there exists an input pair z1, zo such
that we have some possibility to distinguish them but not conclusively. Besides, the third
property assumes that if the sender uses some other input symbols to simulate a random
input that takes only x1,z9 then these fake symbols must be redundant, and cannot help the
sender. Nevertheless, if the sender is supposed to use z1,z2, and if he does not respect by
using some non-redundant symbols, then the output probability distribution is modified, and
can be detected by statistics.

A special case of DMC is binary Symmetric Channel. This kind of noisy channels
has been considered very early in [CKSR| [Cré97] for building oblivious transfer. e-BSC is
denoted for a binary symmetric channel with error rate ¢, i.e. it flips the bit sent on it with
probability e:

¢~ BSC(z) = {E w?th probab?l?ty €
r with probability 1 — e.
We have a non-trivial BSC channel when its capacity is neither 1 or 0, i.e. whene ¢ {0,1/2,1}.
We suppose that 0 < € < 1 because when € > 1/2 we can flip the output and have the same
channel with error rate 1 — e.
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Building Binary Symmetric Erasure Channel

Let z1,29 € X be two input of the DMC satisfying the above properties, cf. Theorem ETl
we can implement a binary symmetric erasure channel as follows:

Protocol 4.3. Py,x — (p,¢',py) — BSEC(r)
1. Alice encodes r =0 as x1.79, ¥ = 1 as xo.11 and sends them wvia the DMC.

r"=0,A=0 if y1.y2 18 received,
2. Bob outputs < ' =1,A =0 if yo.y1 is received,

r' = best quess, A =1 otherwise.

where y1,y2 are chosen to minimize the error rate:

o — min PY/X:azl (?/] )PY/X::EZ (.UO)
N (

4.1
°O.y1)eyxy Py x—z, (yU)PY/X:mg (y') + Py)x—u, y! )PY/X:,T,Q (y°) (.1

And p, is the probability of receiving this output pair which minimizes the error rate:

Pg = Pyyx—u, (1) Py/x =2, (Y2) + Py/x—a, (¥2) Py/x =, (y1)-

If there are many pairs (y1,y2) which give the same error rate ¢, we should consider all of
them as good pairs, and p, is the sum of the probabilities of receiving these pairs. ¢’ is then
defined as the second lowest error rate realized by another output symbol pair (v}, y5).

Crépeau [Créd7] had also proposed an equivalent construction, using repetition code
for BSC:

Protocol 4.4. ¢ — BSC — (¢, ¢, py) — BSEC(r)

1. Alice encodes r by the repetition code r.r, and sends the two encoding bits to Bob via

the e-BSC.

2. If Bob receives r'.r' then he outputs v', A = 0; else he outputs A =1 and r' as random
(or his best guess of r).

Building Oblivious Transfer

In the above construction of BSEC from DMC and BSC, Alice can affect the probability that
Bob considers as having got the good bit by violating the coding convention:

1. Alice sends forbidden input symbols x € {1,292} in the implementation of BSEC from
DMC.

2. Alice uses z1, z9 but does not respect the conventional encoding, i.e. she sends z1.21 or
T9.xz9. For instant, in the implementation from BSC, cf. Protocol EE4l Alice sends r.7:

Py = 2¢e(1 —€) # pg
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If we use these BSEC and Protocol E2 to implement an oblivious transfer, Alice can change p,
for different positionsi = 1, ..., 2N and have some possibility to distinguish /., I1 _. considering
that the sending of r; via BSEC with a higher probability of non-erasure will make 7 have
more chance to be put in I..

Fortunately, Theorem BTl states that the forbidden input symbols would cause a prob-
ability distribution on output symbols different from the determined pair x1, xo. Similarly,
if Alice uses x1,x9 but does not respect the conventional encoding, the distribution of out-
put (y1,y2) also changes. These cheating behaviors can be statistically detected in a more
advanced scheme that requires a large number of executions of Protocol L2 [Cré97, [CMW04] :

Protocol 4.5. DMC — OT(bg,b1)(c)
1. Alice picks M random bits by g, ...,baro and sets by = by @ by @ b forl=1,..., M.
2. Bob picks M random bits c1,...,car-

3. Forl=1,..,M, Alice and Bob run Protocol [[.4 that use the BSEC built from the DMC
(cf. Protocol -3 or [fF)) with that Bob gets b, with his choice c.

4. Bob checks the statistics of the channel and aborts if Alice cheats.

5. Bob sends ¢ = @®,", 1 ® ¢
6. Alice computes by = EB]]\;II bycr @ by, by = @1]\;’1 bi(1—¢y © b1 and sends to Bob.
7. Bob computes b, = @l]\il b @ be.

The idea is that Alice must attack all of M executions of Protocol 2 by violating the
coding convention to learn ¢. In that case, Bob can detect Alice’s dishonesty with statistics

on outputs [Cré97, [CMW04].

4.3 Oblivious Transfers from Quantum Conjugate Channel

4.3.1 Quantum Conjugate Coding Channel

Quantum conjugate coding was first proposed by Wiesner for implementing an application,
named multiplexing channel, similar to oblivious transfer [WieS3].

We denote {|+) = (]0) + [1))/V2, |x) = (J0) —[1))/v/2}. The two bases, rectangular
basis {|0),|1)} and diagonal basis {|+),|x)}, are said to be conjugate in the sense that the
measurement of a basis state in the other basis gives a maximally random output and vice-

versa, e.g. the measurement of [4) in the rectangular basis outputs |0) or |1) with probability
1/2.

Protocol 4.6. QCC(r)

1. Alice randomly chooses one of two conjugate bases: rectangular basis {|0),|1)} or diag-
onal basis {|+),[x)}.
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2. Alice encodes the bit v by the corresponding basis state: |0) or |[+) if r = 0; |1) or |x)
if r = 1. Alice sends the encoding state to Bob.

3. Bob randomly chooses the rectangular or diagonal basis to measure the incoming state.
Bob outputs r'.

4.3.2 Quantum Binary Symmetric Erasure Channel

This scheme does not implement correctly an oblivious transfer protocol. It would rather
be a Binary-Symmetric Channel with error rate equal to 1/4. Wiesner suggested also to use
some error-correcting codes to establish a scheme similar to what we call today one-out-of-two
string oblivious transfer. However Wiesner’s construction was not complete.

A modification of Wiesner’s conjugate coding channel provides a binary symmetric

erasure channel, used to implement quantum oblivious transfer [CK8R| [BBCS92 [Cré94].
Protocol 4.7. QCC — BSEC(r)

1. Alice randomly chooses one of two conjugate bases: rectangular basis {|0),|1)} or diag-
onal basis {|+),|x)}.

2. Alice encodes the bit v by the corresponding basis state: |0) or |[+) if r = 0; |1) or |Xx)
if r = 1. Alice sends the encoding state to Bob.

3. Bob randomly chooses the rectangular or diagonal basis to measure the incoming state.
Bob outputs r'.

4. Alice announces her basis to Bob.

5. If Bob’s basis matches Alice’s one, Bob outputs A = 0, otherwise Bob outputs A = 1.

4.3.3 Quantum Oblivious Transfer based on Bit Commitment

We state that Protocol 27l is no more an erasure channel in case Bob can store the quantum
state and do the measurement after having known Alice’s basis. It was suggested to use a
bit commitment protocol to force Bob doing the measurement before the announcement of
Alice’s basis. The canonical form of bit-commitment-based quantum oblivious transfer is:

Protocol 4.8. BC and QCC — OT(by,by,c)

1. Alice picks N random bits r;, and N random bases 0; € {rectangular,diagonal}, i =
1,...,N. Alice encodes r; by the corresponding state in basis 6;, and sends the quantum
states to Bob.

2. For each i incoming state, Bob randomly chooses a basis 0! € {rectangular, diagonal}
to measure it, and output 7"2.

3. Bob makes the commitment of ). for all i =1,...,N to Alice.

4. Alice randomly chooses an index set T\ |T| = t, and sends to Bob.

42



4.4. MLC No-go Theorems

5. Bob opens the commitment of 0., r} for all i € T. Alice tests if 0, = 0; = r. = r; fails
then aborts.

6. Alice announces 0; for alli € I = {1,..., N} \ T to Bob. Bob outputs A; =0 if 6; = 0.,
A; = 1 otherwise.

7. Bob makes two disjoint indez sets Iy, 11 C I, |Iy| = |I1| = n, such that A; = 0 for all
i € Iy, and announces (I.,I;_.) to Alice.

8. Alice computes sg = syn(ry,), s1 = syn(rr,) and sends to Bob.
9. Alice picks a sequence of n random bits m and sends to Bob.

10. Alice computes by = (ry, ®m) @ by, by = (r;, ®m) @ by and sends to Bob.

11. Bob uses s, to correct errors in r1,, and computes b, = (r;, @ m) & b,

The security against Alice in this scheme is trivial. Indeed, when Bob is honest, A;
depends on the fact that 6; fits #.. The probability distribution of A; is then uniform for all
1 € T and Alice cannot distinguish Iy, [;.

Providing that the bit commitment protocol is secure, Yao shown that the above
scheme is secure even though Bob can do the coherent attack, i.e. he can attack on multiple
quantum states [Yao95]. It was expected that a quantum bit commitment protocol, claimed

to be secure [BCJILI3], can help to secure Protocol However, [LCO7 state that

quantum bit commitment is impossible.

4.4 MLC No-go Theorems

4.4.1 The Theorems for Pure Two-Party Models
Quantum bit commitment

We can see any bit commitment protocol as a two-phase computation, jointly made by Alice
and Bob. After the first phase - commit phase, the computation is interrupted, and then
continued in the second phase - opening phase. The computation has the prime input: Alice
secret bit to be committed to Bob, and should output one of three values: 0 - if Bob is
convinced that Alice’s input is b = 0; 1 - if Bob is convinced that Alice’s input is b = 1; and
L if any cheating user is detected by the other.

As the detection of Bob’s cheating would rather be made before the opening phase,
we are only interested in the privacy against Bob’s (concealment) and the detection of Al-
ice’s cheating (binding), once the commit phase has ended, i.e. the computation has been
interrupted.

In the classical deterministic computation model, we can easily show that such a
scheme is impossible. Indeed, we consider the computation as an evolution in time of com-
putational configurations or images that consists of variables in Alice and Bob computing
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machines, assigned with values. Following a deterministic algorithm, the computation is de-
scribed by a deterministic sequence of configurations Iy, .., Ifina. At each step 4, the con-
figuration of the joint computation is the state of all variables, divided into two parts: Alice’s
variables and Bob’s ones, i.e I; = IiA -IiB where “-” denotes the concatenation. For the compu-
tation of b, the computational configuration sequence following the algorithm will be {1;(b)},,.
At the interrupted step int, the configuration is I, (b) = I, (b) - IB,(b). For the protocol
being concealing, the partial configurations at Bob side must be identical: 12,(0) = 12,(1).
Therefore, Alice can freely change the computation by replacing I, (0) with I (1) or vise-
versa before the opening phase. Thus, the protocol cannot be both concealing and binding.

In the quantum deterministic model, the joint computation is the same as in the
above classical model. However, the computation is more physical like: the configuration of
the computation at a moment is described by the state of all participating quantum systems
at that moment. The transition from one configuration to another successive configuration is
made by local unitary transformations at Alice’s and Bob’s sides and by the communications
between them. We would simply consider a pure quantum protocol as a pair of Alice and Bob
machines and quantum particles are faithfully brought from sender’s machine to receiver’s
machine in communications.

Similarly to the classical case, according to a deterministic algorithm, Alice and Bob
must prepare two quantum systems A and B, characterized by H = H A init ® H B,init, initially
in some determined pure state |1(b)init) = |¥()) 4 init ® |0) g jniy- At step i, Alice and Bob
realize a joint computation U; = Uy ,; ® Ug,; on |¢(b);—1) to get |1(b);) and communicate
to exchange some subsystems, and then, the configuration [i(b);) is split into two parts
according to the new decomposition Ha; ® Hp,;, = H. The communication is not restricted
to be one-way. We see that H is invariant, but its decomposition into Alice and Bob’s parts
varies by communications. The computation is then a determined sequence of configurations
[V (D)init) ;- ¥ (D) final)-

At step i, the corresponding configuration |W(b);) is split into two partial configura-
tions at Alice and Bob sides:

p(b)i = trpi(|T(D);) (T (b)),
pP(b)i = tra (1T (b);) (T(b)i)).

If the protocol is unconditionally concealing then Bob has not to be able to distinguish p”(0);
from p?(1); for all i < int where int is the interruption step, i.e. Vi < int, p?(0); = p?(1);.
Here, it suffices to be only interested in p?(0); = p”(1); at the interruption step i = int. For
simplifying, we will use H 4 ®H p instead of H 4 ; ®H p; to implicitly specify the decomposition
at the moment of speaking.

We could expect that Alice cannot replace p(0) with p”(1) and vice-versa because of
the entanglement in |¥(b)). Unfortunately, following [FLIW93], in case p®(0) = p®(1), there
exists a unitary transformation U, acting in H4 that maps |¥(1)) into |¥(0)), cf. Theo-
rem on page BIl Therefore, Alice can replace the partial configuration by the operators
U4 and U;l. We would rather say that quantum entanglement does not help to secure bit
commitment.

More generally, quantum model allows a non-ideal unconditional security, i.e p”(0) ~
pP(1). The security of Alice’s bit can be measured by the distinguishability between p?(0)
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and p®(1), for instance the fidelity of quantum states:
F(pP(0), 07 (1)) = 1 — €. (4.2)

The extension of Uhlmann’s theorem, c¢f. Theorem on page B2 states that there exists a
purification |¥'(0)) of p®(1) such that

[ ((0)] ¥(0)) | = F(pP(0). p" (1)) = 1 — €.

Recall that, as |[¥/(0)) and |¥(1)) are two purifications of p?(1), there exists a unitary trans-
formation for Alice to switch between |¥'(0)) and |¥(1)). Therefore, suppose that Alice has
began the computation for b = 1, she can cheat by transforming |¥(1)) into [¥’(0)) and
declaring b = 0. The opening phase will be continued with |U'(0);p441) , .- [¥'(0) fina) under
unitary transformations. So:

| (‘y(o)fma” \II’(O)final> ‘ =1—ce

A measure for Bob accepting Alice announcement is F(pB(O)fmal,p'B(O)fmal). Following
Uhlmann’s theorem ([NC04] - theorem 9.4), we have

F(p(o)?inalvp’B (O)fmal) >1—e (43)

Therefore, in a pure deterministic quantum model, we cannot have a bit commitment
protocol that is both concealing and binding. Moreover, the more a protocol is concealing,
the more it is binding, by the measure of quantum fidelity, cf. Eqgs. ([E2), [E3).

Quantum oblivious transfer

The no-go theorem on bit commitment implies the impossibility of oblivious transfer because
we can implement quantum oblivious transfer from bit commitment [Cré94 [Yao95]. Though,
we revise here Lo’s theorem for secure one-sided computations, including oblivious transfer,
in a pure deterministic quantum model [Lo97].

Secure one-sided two-party computations is a subclass of secure two-party computa-
tions where Alice and Bob want to compute a two-party function f(i,7). Alice holds input
1 and Bob holds input j. At the end of the computation, Alice has no information about j.
Only Bob gets the result f(7,j) and learns no more information about 7 than what can be
learned from his input j and the result f(i,7). For instance, oblivious transfer is a secure
one-sided computation of (1 — ¢) X by + ¢ x by where Alice inputs bg, by, Bob inputs c.

To compute f(7,j),Alice and Bob run together a unitary U transformation on Alice’s
input |7) : 7 € {i1,..,%,} joint with Bob’s input [j) : 7 € {ji1,..,5n}. Other known local
variables can be omitted without loss of generality. At the end, Bob can learn the result from
the output state |v;;) = U(|i) 4 ® |7)z). But Alice can entangle her input A with a private
quantum ancilla D, i.e. prepares system D ® A in the initial state ﬁ Yoiliyp ® i) 4

If Bob inputs j; then the initial state for the protocol is

W), = % Z ) ® 1) @ |51) 5 s (4.4)
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and at the end, the output state is
1 ) . .
|vj1) = 7 22: i) p @U(li) 4 ®|51) ).
Similarly, if Bob inputs 79 then the output state is
1 . . .
|vj,) = 7n 27: 1) p @ U([i) 4 ® |52) p)-

For the security on Alice side, the partial configurations must be identical, i.e.

tre([vjy) (vir ) = tre(lvj,) (vj,]),
and then there exists a local unitary transformation U712 on Bob local system such that
[vj,) = U7 Jug,) -

Therefore, because p (i|v;) = ﬁ vi;), the transformation U772 is universal for all Alice
input i:
0igy) = U2 ;.Y .

Bob can enter [j;), computes |v;;, ) and measures it to learn f(4, j;). However, to enable Bob
to unambiguously get the result, |v;;, ) must be an eigenstate of Bob’s final measurement and
not perturbed by this measurement. Bob can transform it to |v;,) by U2 measure it to
learn f(i,72), and so on. Thus, if the protocol is correct and secure against Alice, Bob can
compute f(i,7) for any private input j.

In a non-ideal protocol, Bob could slightly modify |v;;,) and therefore |v;;,), when
learning j;, and could learn js with a certain accuracy. The errors are accumulated in each
measurement step. The more the protocol is correct, the more Bob can cheat with high
accuracy.

4.4.2 Interpretations for the generality

The above canonical theorems for the impossibility of quantum bit commitment and oblivious
transfer were made in a deterministic pure two-party quantum model where both parties
(i) communicate by sending quantum signal via a quantum channel, and (ii) do all of the
computations at the quantum level, following a certain deterministic algorithm.

One may see that this proof is “too simple to be true” for all possible protocols
where Alice and Bob (1) do measurement on their quantum systems and pass to classical
computation; (2) introduce private secrets; (3) communicate classical information through a
macroscopic channel that does permit to transmit quantum signal.

Indeed, the proofs in Mayers’ and Lo’s - Chau’s original papers [LCO7 did
not interpret in detail the physical operations for the generality of the theorem, clarifying
the above three factors. A brutal reduction of the general algorithms to the pure quan-
tum deterministic two-party model could make people doubt its validity. The claim of the
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generalization of the theorems caused troubled researchers to try to find a loophole behind

it [Yue(0l [Yue04l [Che03] although none of the counter-examples is valid.

Most of attention were paid to classical variables in computations [Yue((, [BubOTbl
[Yue02l Yue04, [Che03, [Chelhl [Chelf]. Indeed, from a computational viewpoint, the random
classical variables are not evident in the deterministic quantum model.

For this, it is stated that probabilistic computations can be implemented by invari-
ant circuits with auxiliary random variables [Gol01], and any classical computation can be
realized by equivalent quantum circuits throwing away some parts of outputs, named super-
operators [BS98], cf. Figure The commonly known argument in the main interpretation
of no-go theorems is that the computation can be kept at quantum level by not throwing any
private quantum system, cf. Figure This purifying action on random classical variables
is indeed semi-honest and cannot be detected. In such a case, the joint computation is de-
terministic and the canonical proof eliminate the possibility of bit commitment and oblivious
transfer protocols, cf. Section EEZT1

Figure 4.2: Superoperator

The problem of secret variables was addressed in [Yne(2l Yne(4]. As Alice’s cheating
transformation is found for the model where Bob does the purification of these random
variables, the feeling is that the global state collapses to a secret state depending on Bob’s
secret classical results, and Alice cannot know the corresponding transformation. This point
was partially answered in [Bub0Tbl [Che05l [Che(6], for ideal and nearly-ideal protocols.

The classical communication is normally omitted with some assumptions on the com-
munication, expressed as “classical communication can be carried out by quantum model, but
with some constraints” [LC97]. But what are the constraints? From the physical viewpoint,
the classical channel does not appear in this reduced two-party quantum model.

What is the difference between a quantum channel and a classical one? A quantum
channel is a medium that we can use to directly transmit a quantum state without disturbing
it. Nevertheless a classical channel, for transmitting discrete messages, permits only one from
a collection of discrete signal values which can be amplified by many quantum systems on
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U :
0) ——= — T
0) —— T~

Figure 4.3: Non-throwing superoperator

the channel, for instance a macroscopic electrical wire with tension +5V for 0 and —5V for
1.

Imagine that in the specification of a protocol, at a certain moment, a party S has
to measure some quantum state |1))¢ with an apparatus with n degrees of freedom and
communicate this result to the other via a classical channel. This measurement will output
i € {1,..,n} with probability p(i) and let the measured system in a state |¢;)¢. Receiving
the classical value i, the receiver R could generate a basis state |i) , in a n-dimension space
for his further computation.

Of course, we can reduce this communication to a pure two-party quantum model
where the sender realizes a transformation

U($)s 00 R) = 3 v/P() i) li)

and the protocol will go on correctly because the density-matrix description of each system
is the same as though a real measurement is done [BCMS97, [LCI97, [Bub0Th]. The joint
computation remains a unitary evolution of a pure two-pary state, and with such a quantum
two-party joint computation, bit commitment is impossible as analyzed in Section EE4T]

However, the above reduced model for classical communications does not interpret
what really happen in the physical world. It permits to conserve a two-party entanglement
that does not exist in the specification of the protocol with classical communication. This
two-party entanglement could introduce some extra effects. For instance, it could happen
that the receiver used the received message to do a quantum computation and sends back
the result, then the sender would learn more information with entanglement attack by the
effect of super-dense coding [BW92].

Indeed, the classical channel forces the measurements to be done for making classical
signals i.e. Alice and Bob have to really measure their quantum states to make classical
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messages. In a generic protocol, the communication of classical messages forces destroying
the purity of two-party states. The real joint computation with communication by measuring
and transmitting classical values via a classical channel is not an evolution of a pure two-party
state. In other words, as the action of measurements “can never help a cheater” [GLO0], why
it does not prevent Alice from cheating?

We can say that a quantum protocol with communication of classical messages can be
correctly implemented in a pure quantum two-party model. Nevertheless, it is not obvious
to emulate the protocol by a purified two-party model for proving the insecurity without a
convincing interpretation. One may doubt that the reduced two-party model implements
correctly the protocol, not securely, and could be used to prove the possibility [Yao95], not
the impossibility of two-party protocols.

This point was only explained in Mayers’ version where the measurements for making
classical messages were considered [May97]. Following Mayers, Alice and Bob would keep all
of the operation at the quantum level, except for making classical messages. Thus, for each
classical message -, the quantum system is projected to a collapsed state corresponding to
the classical outcome and is in a known pure two-party state |1y ) , 5. The trade-off between
concealing and binding is separately treated for this state, i.e. the collapsed protocol must
be secure:

Fy = F (p5(0), 07 (1))

= F(tra(|$oy) ($oql). trallvn ) ($14)
>1—¢ (4.5)

and Alice has a unitary cheating transformation U, , with possibility of success

‘ <1/}0,"/| UA,'y T,b],'y> ‘ = F'y > 1—e (46)
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Chapter 5

Binary Symmetric
Multi-Error-Rate Channels

The material of this chapter, based on [Dan(7], is concerned with an extended noisy model:
the binary symmetric multi-error-rate channel (BSMERC). This channel consists of parallel
binary symmetric sub-channels with different error rates.

We see that Crépeau’s et al.’s [CMWO4, [Mor(5)] construction scheme from DMC im-
plements indeed a BSMERC. In their construction, based on this BSMERC, they built a
binary symmetric erasure channel by separating the minimal error rate as good erasure from
the others greater error rates. Then, one can exploit this gap to build an oblivious transfer
protocol where Bob can only receive one secret key from Alice, not both, based on error
correcting codes and amplification, cf. Section on page

However, in some cases, this construction is not efficient as the gap is so tinny. Nev-
ertheless, by considering the general BSMERC, we have the freedom to choose a barrier
error rate to make an extended erasure channel which implements oblivious transfer proto-
col. With such an extension, we can improve the efficiency of the reduction scheme based on
the probability distribution of error rates.

We expect also that this general intermediate model is convenient for considering the
more general noisy channels, partifularly noisy channels with continuous alphabets.

5.1 Binary Symmetric Multi-Error-Rate Channel

5.1.1 The Model

We extend here the definition of binary symmetric erasure channel to have a binary symmetric
multi-error-rate channel (BSMERC) as a binary symmetric channel with different error rates
0 <1 <...< @y <1/2 with a probability distribution ij(@j) = 1. For each bit sent on
it, the channel chooses to effect a certain error rate ¢; with probability p(y;). When Bob
receives the output bit, he also knows the actual error rate of the channel while Alice does
not except with the a priori probability distribution.

We can imagine that the channel consists of m parallel binary symmetric sub-channels
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Chapter 5. Binary Symmetric Multi-Error-Rate Channels

with different error rates. For each input bit, the channel selects a sub-channel j with
probability p(¢;) and passes the input via this sub-channel. In another way, the channel is a
special discrete memoryless channel with input symbols set X = {0,1} and output symbols
set ) which can be partitioned into m disjoint binary subsets Y1U...UY,, V; = {y?, y]l} where

the conditional probability distribution over X x Y; is Py, x = p(yp;) X P;f;;(BSC, obtained
by the probability distribution of a binary symmetric channel of error rate ¢; (¢;-BSC)
multiplied by p(g;).

We denote the probabilist set of error rates as € = {p(¢;), ¥;}j=1.m- We use also
€ ={¢1, ..., om } when the probability distribution {p(¢;)} is implicitly agreed. An associated

BSMERC to € can be defined as follows:
Definition 5.1. £-BSMERC

1. Alice sends a bit r.

2. Bob receives r' and the outcome of the tossing of a probabilist variable e which takes
value in @; with probability distribution {p(¢;)} which indicates that Pr(r' #r) = ¢;.

This channel can be faithfully emulated by a quantum coding scheme: the sender en-
codes a bit by the parity of a sequence of random bits and sends the encoding quantum states
of these bits to the receiver, where two values 0, 1 of a bit are encoded by two nonorthogonal
quantum states; the receiver uses the decoding coherent measurement invented by [BMS96]
for detecting the parity of the sequence. We will expose this emulation in Chapter

5.1.2 Semi-honest BSMERC from Non-trivial DMC

Indeed, based on a nontrivial DMC, the coding scheme in Protocol on page with a
pair of input symbols z1, z9 satisfying Theorem 1] on page B9 can be used to implement a
E-BSMERC as follows:

Protocol 5.1. Py x — £-BSMERC(r)

1. Alice encodes r =0 as x1.79, ¥ = 1 as xo.11 and sends them wvia the DMC.

2. Bob receives y'.y', sets r' as the best guess of r and the corresponding error rate

!

_ Pyyx—u, (Y ") Pyyx=2,(y")
Pyx—2,(Y°) Py/x =2, (Y") + Py/x—=2, (¥") Py x =2, (y°)

1—r!
) €.

€

where & is the set of all possible error rates over all pairs (y°,5') € Y x ) with input pair
I1,T:

£ — PY/X:,T,] (?/] )PY/X:,T,Q (.UO)
Pyyx =, (Y0) Py yx—u, (Y") + Pyyx—u, (V) Py x =, (y")

then for each ¢; € £

(v°.y') € Y x 3’}

A {(y(’,yl) ceYxy

Py)x—a, (") Pyyx=a, (") .
Py)x =, (") Py/x =2y (Y°) + Pyyx—a, (¥°) Py/x—a, (y") !
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and

ple) = D (Pryxca 0O Pyyx—a ") + Pyyx o (") Pyyx—ay (8°))-
(y°,y1)eVY;

5.1.3 A Characterizing Function of £&-BSMERC

Suppose that Alice sends to Bob N random bits via an £-BSMERC, and Bob is free to set
a subset of n = Np received bits, 0 < p < 1, we are interested in the almost lowest missing
information of the bits in Bob’s subset, assumed by Law of Large Numbers. For describing
this average lowest missing information, we construct a function I' : [0, 1] — [0, 1] as:

e if p < p(p1) then Bob almost receives a segment Np bits with error rate e; and then
I'(p) = ph(p1);

e if p(v1)+p(p2) > p > p(e1) then Bob can almost make the concatenation of a segment
of Np(p1) bits with error rate p; and a segment of N(p — p(p1)) bits with error rate

@2, then the average entropy is I'(p) = p(¢1)h(p1) + (p — p(@1))h(p2):
e and so on.

An example with an &-BSMERC with 3 error rates is illustrated in Figure Bl

pih(p1) + pah(p2) + psh(ps)

pih(e1) + p2h(p2)

pih(er)

yai D2 |
|To|

N

Figure 5.1: Bob’s optimal average error rate

5.2 Building Oblivious Transfer from £-BSMERC

We propose an extended BSEC, denoted as (€, jy)-BSEC, which is defined as a &-BSMERC
provided a error rate threshold ¢;; € £ with 1 < jo < m. We see that only (£)-BSMERC
with £ having at least two different error rates, i.e. m > 2 is interesting for building erasure
channels. When € has only one error rate, the (£)-BSMERC becomes in fact a BSC that can
be used to produce a BSEC, a BSMERC with two error rates, cf. Protocol B11
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Chapter 5. Binary Symmetric Multi-Error-Rate Channels

Protocol 5.2. £-BSMERC — (£, jy)-BSEC(r)
1. Alice sends r via E-BSMERC, and Bob receives r' and e = ;.

2. Bob sets A =0 if e < @j,, i.e. 7 < jo, and A =1 otherwise.

This binary symmetric erasure channel has

po= Y, ple;) =Y ple;) (5.1)
J05<wjg J7<Jjo

Suppose that we have a £&-BSMERC with a certain interesting threshold 1 < j5 < m
where m is the cardinality of the error-rate set £, we can inspire from Protocol on page B1
for building oblivious transfer.

In our implementations of oblivious transfer, Alice sends 2N random bits r1,..., 79N
to Bob via the (€, jo)-BSEC with 1 < jo < m. Bob should receive 2Np, of them as good
bits. Bob then can set two sequences Iy, I1, each of size n < 2Np,. With Iy, I, Bob has
two corresponding sequences r',o,r',l where 7"’,0 consists of good bits. Then, Alice sends error
correcting codes’ syndromes syn(ry,), syn(ry,) for sufficiently correcting all of errors in 7 ,
but not sufficient for correcting all errors in 7"',1 for any dishonest setting. We should use error
correcting codes with syndrome length

Hd,;s(r[n.rh/r'lo.r'h)/Q +Hh,on(7”10/7”'10)
2

where Hgy;s is the missing information for any malicious setting of Iy, I; while Hp,, is the

missing information for honest setting. Thus, the missing information gap is crucial for

finding efficient error-correcting codes, cf. Theorem on page

[syn(rry)| = syn(rn,) = (5.2)

Hais(r1o-71, /77, 77,) — 2Hnon (T1,/77,)
4

Notice that, with our (&, j9)-BSEC, 7"’,0 and 7"',1 consist of bits sent via binary sym-
metric channels with different error rates. For instance, the bits in 7"’[0 are received with error
rates @1, ..., ;. We see that, for setting any sequence r’,n.r',l of 2n-bits length, Bob can in
best have almost a segment of 2Np(p;) bits with error rate o1, ..., and a last segment of
2N (with 4 < p(py)) bits with error rate ¢ such that 2N (p(p1) + ... +p(pr_1) + ) = 2n,
ie.

R= ‘syn(rloﬂ - Hhon('rlo/'rllo) = (53)

Hyis(rg, .71, /T’IO'T’I1) =2NT'(n/N) (5.4)

Besides, for the missing information in honest setting of Iy, we consider two honest settings
of Iy which lead to two different implementation schemes of oblivious transfer as follows.

5.2.1 Scheme 1

In this implementation scheme, we use the exact function for missing information: Bob will
create Iy as the concatenation of segments of positions with error rates ;,1 < j < jg, each
of length 2N (p(¢;) — 0;) with a bias d; > 0; and Alice sends the syndromes syn(ry,), syn(rr,)
which are computed by the concatenations of syndromes correcting 2N (p(¢;) — ¢;) uniformly
distributed errors with error rate ¢;,1 < j < jy.
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5.2. Building Oblivious Transfer from £-BSMERC

Protocol 5.3. (€, jy)-BSEC — OT(bg,b1)(c)

1. Alice picks 2N random bits r;, i = 1,...,2N, and sends to Bob via (£, jo)-BSEC(r;).
Bob receives ), A;, e;

2. Bob makes two disjoint index sequences Iy, I, |Iy| = |I| = n = 2N ';0:1(])((,0]-) —0j),
such that '

e A; =0 foralli € Iy, ie. e; < pjy;

e Iy is the concatenation of segments 1 < j < jo of 2N (p(¢;) — d;) positions the
error rate 1s ;.

and announces (I.,I1_.) to Alice.

3. Alice computes and sends (so = syn(ry,), s1 = syn(ryp,_,)) to Bob. Here, sg,s1 are made
by the concatenation of codes with error rate ; for segment 1 < j < jo of 2N (p(p;)—6;)
bits in 7y, .

4. Alice picks a sequence of n random bits m and sends to Bob.

5. Alice computes and sends (by = ko @ bo, b1 = ki @ by) to Bob, with kg = (r;, ® m),
k1 = (’I“[1ic @'m)

6. Bob uses s, to correct errors in r1,, and computes b, = k. @ b,

The idea is that Bob almost receives 2Np(p;) bits with error rate ¢;. So, according
to the Law of Large Numbers, c¢f. Theorem BTl on page [ with

V1 <j < 70,0 <85 <plyj).

Bob can almost produce a segment of 2N (p(¢;) — d;) indexes where the error rates are ;.
The missing information to be filled by error correction for this segment is then 2N (p(p;) —
dj)h(p;). So the missing information to be corrected for the sequence 7} is

Jo
Hpon(r1,/71,) = Z2N(P(80j) = 6;)h(p;).
j=1

Meanwhile, the almost lowest missing information of rr,.r7, for all setting of Iy, I; is

Jo
Hyis(r1yrr, [75,77,) = 2NT | 23 (p(p5) — 65)
Jj=1

Lemma 5.1. Let error rate set € = {@1,...,om}, for all 1 < j < m and for all X >
p(p1) + ... +p(p;) which is decomposed into X = Ay + ...+ A; such that V1 <i < 5, X; > p(¢;).
We have

J
> Aip(pi) <T(N).
=1
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Chapter 5. Binary Symmetric Multi-Error-Rate Channels

Proof. Denote p = (p(¢1) + ... + p(p;)), we have

J
Z + (A~ p)h(pjs1)

j j J
Z h(pi) + Z Xih(pit1) — ZP(‘Pi)h(‘PHI)
i=1 1=1
J

Z (pir1) = > p(@i) (h(pir1) = h(g))

- i—1
and then ' 4
j j

- Z Aip(pi) > Z(Ai — (i) (h(@ir1) — h(pi)).

As A > Z, 1 p(Xi) and V1 < i < 5, > p(p;), there musts exist a certain 4 such that
Ai > p(\;) and then

J
= Aiplgi) >0
i1
O

Theorem 5.1. Given a (€,7j9)-BSEC with 1 < jo < m satisfying that there exist 4y, ..., 05,
such that V1 < j < jo,0 < 6; < p(p;)/2 and Z *p(pg) < 230:1 2(p(¢j) — 0;) < 1, then
Protocol B3 implements obhmoue transfer with fmlure probability negligible in N .

Proof. As 0 < 6; < p(yp;), then Bob can almost honest set up Iy, I; where 7"’[0 is the concate-
nation of segments, each segment j = 1..jo has 2N (p(y;) — d;) bits received with error rate

¥j-
Meanwhile, the missing information of rr,.ry, for any dishonest setting of I, I; is:

Jo
Hyis(r1yrr, /75,77,) = 2NT [ 23 (p(p;) — 6)
j=1

As V1 < j < jo, 2(p(gs) — 8;) > ply;), and 31, 2(p(gs) — 6;) > Y10, plpy), then according
to Lemma BTk
Jo
Hais(r10m1, /75077,) > 2N Y 2(p(9;) = 6,)h(05) = 2Hpon (71, /77,)-
j=1

Therefore, we can propose an error correcting code, with syndrome length calculated by Eq.
(E2), that can correct efficiently Hpon(r1,/77,) bits of missing information while there are
some remaining bits of missing information of one of rr,,rr,. O
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5.2. Building Oblivious Transfer from £-BSMERC

Thus, we have to choose jg, d1, ..., 9, such that

anlps) < 70 2(p(wg) — 05) <1
In a convenient way, we can choose d; = ... = d;, = ¢ and the constraints become
0 <d <minj—y,.jo{p(¢;)/2} (5.6)
aplpg) < X7 2(p(ps) —0) <1

5.2.2 Scheme 2

In this construction, we consider the received bits in 7"’[0 as being sent via a BSC with the
average error rate

>3 plei) e

;0:1 p(pj)
This channel can be emulated as Bob forgets the actual error rate of each received bit in Ij.
Then the average missing information to be corrected is h(py).

Yg = (5.7)

Protocol 5.4. (€, jy)-BSEC — OT(bg,b1)(c)

1. Alice picks 2N random bits r;, i = 1,...,2N, and sends to Bob via &, ¢;,-BSEC(r;).
Bob receives i, A;, e;

2. Bob makes two disjoint index sets In, Iy, |Io| = |I1| = n = 2N (py — 0), such that A; =0
for alli € Iy, i.e. e; < @j, and sends (1., 1 _.) to Alice.

3. Alice computes and sends (sg = syn(rr,),s1 = syn(rr,_,)) to Bob. Here, sg, s1 made as
21 P(9)¢5
30, ples)

check codes for error rate o, =

4. Alice picks a sequence of n random bits m and sends to Bob.

5. Alice computes and sends (by = ko @ bo, b1 = ki @ by) to Bob, with kg = (r;, ® m),
k1 = (’I“[1ic @'m)

6. Bob uses sq to correct errors in rr,, and computes b, = k. @ be.

However, by this approach, Bob has lost information when forgetting the error rate
of each received bit, as expressed by following inequality, based on the convexity of entropy
function:

h(eg) = h (M) > S p(‘;j)h(‘»@j) (5.8)
_j:]p(st) j=1 j:]p(‘Pj)

where the right-hand formula is the average missing information when Bob keeps in mind the
error rate of each received bit.
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Notice that Iy, I; are referred to as sets in Protocol B4 while as sequences in Proto-
col 3l The difference is that, if Iy contains 77 < ... < 7,, then, in Protocol B3l Bob sends the
sequence (i1, ...,i,) while in Protocol Bob sends the a permutation sequence (ij,,...,%;,)
depending on the error rates received at each position.

Obviously, a dishonest Bob should always keep information about error rates, and we
cannot apply the average error rate approach to r’IO.r’h for the security. So, for this imple-
mentation we should guarantee a positive gap between missing information, cf. Eq. (&3,
as:

['(2(pg = 6)) — 2(pg — 6)h(pg) > 0. (5.9)

Simply speaking, we can assume that Protocol B4l implements an oblivious transfer
protocol with failure probability negligible in NV with the constraints

0<6<pg2p,—0) <1
{ <8 < pg,2py —0) <1, (5.10)

['(2(pg = 0)) — 2(pg — 8)h(pg) >0

5.2.3 Verification of Sender’s Honesty

Besides, simply speaking, as the probability distributions of r}, A;, e; are identical over all
bits r; sent by Alice, from the view of Alice Iy and I cannot be distinguishable, and thus she
cannot gain any information about Bob’s choice ¢. So Protocols B3] B4l are secure against

Alice.

However, if we use the binary symmetric erasure channel built from a discrete mem-
oryless channel as in Protocol E1l Alice can violate the encoding conventions to change the
probability distribution of 7, A;, e; over each r; in Protocols B3l B and then guess Iy, I; to
learn ¢. For preventing this attack we can fortunately verify Alice’s honesty by the statistical
parameters of the DMC based solely on its output symbols, as in Protocol on page EIl
because our extensions make only relaxations on the error-rate threshold for the intermediate
erasure channels and do not change these parameters.

Protocol 5.5. Py x — OT(bo,b1)(c)
1. Alice picks M random bits by g, ...,baro and sets by = by @ by @ b forl=1,..., M.
2. Bob picks M random bits cy,...,cps.

3. Forl =1,...,M, Alice and Bob run a semi-honest OT protocol that use the extended
BSEC built from the DMC, cf. Protocol i, Bob gets b) with his choice ¢.

4. Bob checks the statistics of the channel DMC and aborts if Alice cheats.

5. Bob sends ¢ = @®,", @ ¢
6. Alice computes by = @]]\11 b @ by, by = @l]\il bi(1—ey ® b1 and sends to Bob.

7. Bob computes b, = ;\;[1 b & be.
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5.3 Improvement of Efficiency based on Error-Rate Distribu-
tion

We can see that CMW’s construction scheme is a special case of Protocols B3l B4 where
jo = 1. Then, this construction is based on the gap between the minimal error rate and the
second least one. However, we see that this choice is not the most efficient for building the
oblivious transfer protocol.

For instance, in the example illustrated in Figure Bl we have ¢1 = @9 and p; = ps.
In this case, in the construction of oblivious transfer based in Protocols on page @0 B2 on
pageB7 we have to set all 1 € Iy with r; are received with error rate @1 and then Iy, I; are only
made with 7 where r; are received with error rate @1 or po. Thus, the missing information
gap, cf. Eq. (B3), is very small and causes difficulties in finding effective error-correcting
codes to make the oblivious transfer protocol correct and secure.

Nevertheless, we can consider all error rates below a certain value ¢;, as good where
©j, is not necessarily the minimal error rate. With some constraints, cf. Eqs. (&8]), [EI0),
we can also build an oblivious transfer protocol from this extended BSEC, cf. Protocols B3]
B4l When we choose jo = 1, i.e. ¢j, = ¢1, these schemes turn into the above special case.

Moreover, depending on the distribution of error rates corresponding to the output
pairs, we would rather choose ¢j, to regroup good pairs with good error rates below ;.
According to Theorems Bl on page and on page [[@ we should optimize (i) ¢ for
the success of honest setting of Iy and (ii) the uncertainty gap between the average missing
information of r;, when Bob is honest and of r;,.r;, when Bob is dishonest, c¢f. Eq. (&3, for
an efficient error correcting codes assuming the correctness and the privacy of the protocol.

e For the construction scheme using Protocol B3l we would look for a good jo > 1
and a bias ¢ that optimizes § and I'(2(py — jod)) — 22;“:1(;0(@]-) — 0)h(pj), satisfying
constraints in Eq. (&0).

e For the construction scheme using Protocol B4l the optimization criteria for this con-
struction are then 0 and I'(2(py — 0)) — 2(py — 6)h(ypy) with the constraints in Eq.

EI0).

In the above example, cf. Figure Bl we would better regroup ¢1, 9 as good error
rates, and get a better gap between the missing information of rr,, in honest setting, and
of ry,.ry,, in dishonest setting, for finding out efficient error correcting codes. With such
distribution, either Protocol or B4 can give a better efficiency than the basic construction
of [CMW04].

However, the efficiency optimization problem in construction of oblivious transfer is
a difficult problem. Our extended schemes can help to improve the efficiency of building
oblivious transfer but neither Protocol nor B4 is an optimal construction.

Imagine that there is a jo with V1 < j < jo, g; are very small, Vk > jo, ¢ are
significant, and p, = Z'Jj(’zlp(@j) = 1/2 — ¢, then we would think that jy is a good choice.
Unfortunately, if there exists a j < jo such that p(¢;) < 1 then 6 < p(p;)/2 cannot be
optimized. So the construction in Protocol E3lis not good in this case. Indeed, the constraints
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0 <d< min‘;‘]:]{p(goj)/Q} prevent us from seeking for a better threshold. In this case,
Protocol 4 is better. However, in case of another distribution of error rates where V1 <
j < jo, p(yp;) are so significantly great that we can avoid the constraint on § but ¢; varies
much, then Protocol is better because the missing information in 7"’,0 is computed more
accurately and the error correcting codes can be made more efficient.

We should then switch between the two approaches for optimizing both ¢ and the gap
R, cf. Eq. (E3), depending on the probability distribution of the error rates of the BSMERC.

We can also propose a compromise between two approaches for a better exploitation
of the error rate distribution of the BSMERC. We can make partitions over the error rates.
Each partition consists of some successive error rates and is considered as in Protocol B4
with the average error rate. The global scheme resembles Protocol B3l but I is made from
concatenation of segments corresponding to the partitions.

Moreover, suppose that we are satisfied with one of the construction, using either
Protocol Bdlor B4l the optimization criteria are required to be quantitatively formulated. For
instance, in construction, we should optimize both ¢ and I'(2(py — jod)) — 2 Z;‘):l(p(gj) —
d)h(w;). Therefore, what is the trade-off between these to criteria? This can only determined
when we have exact parameters on the efficiency of the error-correcting codes, cf. Theorem 23]
on page

5.4 Concluding Remarks

In this chapter, we has generalized the construction of oblivious transfer based on a nontrivial
discrete memoryless channel by introducing the model of a general binary symmetric multi-
error-rate channel, cf. Definition BEJl and Protocol Il With this extension, we have the
freedom to find a threshold for a binary erasure channel which creates a better gap between
the equivocation of rj, to be filled by error-correcting codes and of r;, to be condensed by
privacy amplification.

By this extension, we can enhance the efficiency, i.e. reduce the number of bits sent
via the DMC, in comparison with the restricted construction based on the lowest error rate,
cf. Protocol on page We see that if we can increase both ¢ and the error rate gap by
a factor v > 1, then we can reduce N to N/~ to have an oblivious transfer protocol with the
same failure probability. However, an efficient construction would depend on the probability
distribution of the error rates of the multi-error-rate channel.

Moreover, the construction of oblivious transfer from noisy channels via intermediate
BSMERC is more general. We expect that this approach can help us in considering the
open question about implementing OT from more general noisy channels such as continuous
alphabet channels [Mor(h]. Intuitively, noisy continuous alphabet channels can be used to
implement continuous error-rate set £&-BSMERC. However, it should require further studies
for a quantitative analysis of the implementation.
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Chapter 6

Quantum Non-Orthogonal Coding

In this chapter, we are studying a quantum nonorthogonal coding scheme using two nonorthog-
onal quantum pure states. It is known that this coding scheme is comparable to quantum
conjugate coding for building QKD protocols [Ben92]. We present an alternative approach
to the construction of variants of oblivious transfer, based on the quantum nonorthogonal
coding.

If a sender uses this coding to send a classical bit, then there is no quantum measure-
ment apparatus for the receiver to successfully decode the signal. We expose that this coding
scheme can be used to emulate the noisy transmission models: BSC, BSEC, BSMERC, men-
tioned in Chapters Bl and Bl Our constructions are optimal for semi-honest sender model,
i.e. in each construction, we explicitly propose an quantum decoding coherent measurement
for the receiver to obtain the optimal parameters. We emphasize the advantage of quantum
coherent measurements.

Inspired from the previous work, we analyze the construction of an oblivious transfer
protocol based on the quantum BSEC with classically semi-honest sender. For the security
against the receiver, we should consider the optimal coherent attacks, and abandon the usual
classical privacy amplification.

Then, it’s suggested that we can force the sender to be semi-honest by verifying
sender’s honesty via statistical tests. A coin flipping based scheme is raised from this idea.
However, if the sender is supposed to possess a quantum computer and permitted to keep
the quantum entanglement, then the sender can gain information about receiver’s secret. In
such scenario, we say that the sender is quantum semi-honest. Nevertheless, if we have a bit
commitment protocol, we can force the sender to be classically semi-honest sender and build
a secure oblivious transfer protocol.

These results are comparable to what is obtained from the approach based on quantum
conjugate coding, cf. Section on page Il However, both of the approaches could not
issue a secure quantum oblivious transfer, as prevented by the no-go results of Mayers, Lo &

Chau 097, 5697,
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Chapter 6. Quantum Non-Orthogonal Coding

6.1 Quantum Non-Orthogonal Coding

We define a -QNOC as a coding scheme which encodes two possible values of a classical bit
(0 or 1) by two quantum nonorthogonal pure states:

[90) s [41)  such that | (¢ol9p1) | =1 B. (6.1)

For example, we can choose

Cos @ cos @
o) = (sina)’ ) = (— sina) (62)

with cos2a =1 — 5. In terms of density matrix, these states are

S

2 2 _
m= i)l = (5, %) o=l = (55

where ¢, s stand for cos «, sin « respectively, or shortly

2 +es
m=(, ) (63)

where the plus sign for b = 0 and the minus sign for b = 1. The parameter § can be seen as
a measure of orthogonality of the coding scheme: 5 =1 when the two encoding states p1, po
are orthogonal. Here, we are only interesting in QNOC with 0 < § < 1.

6.2 Optimal Distinguishabilities and Emulated Noisy Models

This is an unusual coding because there is no perfect decoder [NC04]. We can only use
some appropriate decoding apparatus, expecting some kinds of distinguishability informa-
tion [FvdG99].

We expose here some related problems of distinguishability related to this encoding
scheme: the distinguishability of the two encoding states themself, and the distinguishability
of the parity of a bit sequence encoded by the QNOC. For each optimal quantum mea-
surements for the distinguishabilities, the QNOC can be used to emulate interesting noisy
channels.

6.2.1 BSC based on QNOC

The first problem is concerned with the distinguishability of the two encoding non orthogonal
pure states.

For example, the distinguishability can be measured by the mutual information be-
tween the encoded bit b and the decoding outcomes of a measurement £ on the encoding
states. This amount of information is bounded by Holevo’s inequality [NCO4, Yne97):

I(b; E) < S(p) — moS(po) — m1S(p1) = S(p) (6.4)
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6.2. Optimal Distinguishabilities and Emulated Noisy Models

where S(.) is Von Neumann entropy function, cf. Eq. B1]) on page Bl {my = p(b=10),m =
p(b = 1)} is the a priori probability distribution of b, and p = mopg + m1p1. It is shown that
a projective measurement in basis {|+),|—)} with

950 -5()

is an optimal measurement for the encoding states in Eq. (2), gaining the mutual informa-
tion bound. With this measurement basis, optimizing the mutual information, the QNOC
implements a BSC with error rate [BMS96]

1 —2¢s
Pe = 9

where I(b; E) = 1 — h(pe) for h(.) being binary Shannon entropy function, cf. Eq. (Z2) on
page [

Protocol 6.1. QNOC — BSC(r)

(6.6)

1. Alice uses the encoding state corresponding to r, cf. Eq. 2) and sends the qubit to
Bob.

2. Bob measures the received qubit in basis {|+),|—)}, ¢f. Eq. @3) and sets r' =0 if the
output state is |+), r' =1 if the output state is |—).

6.2.2 BSEC based on QNOC

On the other hand, the distinguishability can tell us how well one can distinguish the two
states pg, p1 in terms of the conclusive or deterministic information that we can get about
the encoded bit from measurement outcomes.

It appears first that we can use the projections {pg, I — po},where I is the identity
operator acting on the Hilbert space of |1g) , [11), to have a conclusive response: when the
projection I —pg has acted, then the entry state had to be p;. Thus, the probability of success
is equal to Ltr((1 — po)pr) = S(1 — | (sho ) 12).

However, deeper studies shown that we would rather couple the system with an an-
cilla and do a projective measurement in the joint space to gain a better probability of

success [[va87, [Die88, Per88] [IS95, [BusI7]. With an ancilla initialized to be in state |0), the

composite system is then in state
(c|0) £s11))|0) = ¢|00) £ s[10)

where the plus sign for |1g) and minus sign for |¢;). We apply the unitary transformation
which is a rotation in the subspace spanned by |00) and |11) such that

s 52
00) = 2100) + /1~ 25 [11).

V2 = s2[11) + 5(]0) £ |1)) [0) .

Therefore, the final state is
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Chapter 6. Quantum Non-Orthogonal Coding

If we measure the ancilla system in the basis {|0),|1)} and find it in state |0), then the
original state can be conclusively distinguished by the measurement on the original system
in the basis {|+),|—)}. The probability of a successful inferring is then

Pmax = 25 =1-— \<¢0|¢1)| =p. (67)

This measurement is shown to be optimal for a conclusive inferring when |1)g) , [1/1) are taken
with equal probabilities, and the probability in Eq. is the optimal probability of success.
We see that this decoding scheme implements a BSEC with p, = §.

Within the formalism of POVM, we propose a decoding measurement for our 5-QNOC
with which we can successfully infer the encoded bit with the maximal probability g:

A b?o = Tg( p1);
E=1 B =350~ p), ¢- (6.8)
Ey=1-E— E1

where the measurement of system in state p; cannot give E = 0 and the measurement of
system in pg cannot give E=1.Insucha way, the encoded bit is conclusively detected when
E=0or E= 1, and we have a binary symmetric erasure channel:

Protocol 6.2. 5-QNOC — BSEC(r)
1. Alice sends to Bob the state p, encoding r to Bob, using the 5-QNOC.
2. Bob uses the defined decoding E, cf. Eq. @), to measure the state. Bob outputs:

e A=0 when E=0 or E=1; Bob sets r' = E and so ' =r.
e A =1 when E = 2; Bob sets r' as random bit.

Comparing with the BSEC based on quantum conjugate coding, cf. Protocol EE7 on
page B2 we state that

e Protocol B becomes a noiseless channel if Bob can store the qubit for arbitrarily
duration. Nevertheless, Protocol cannot be noiseless whatever Bob can do, i.e.
there must exist some erasure of information.

e In Protocol 7] Alice cannot affect the probability distribution of A. Nevertheless, in
Protocol 2 Alice can affect the probability distribution of A by sending a state not

belonging to {|vo) ,|1¥1)}-

6.2.3 The Parity Bit and BSMERC based on QNNOC

Suppose that a sender generates a sequence of random bits, encodes each of them by a qubit
by the 8-QNOC and sends the encoding qubits to a receiver which has to identify the parity
of the original bit sequence.

It appears first that the receiver can measure each qubit, optimizing a certain dis-
tinguishability information as above, and combining all of the results for determining the
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6.2. Optimal Distinguishabilities and Emulated Noisy Models

parity bit. However, it is pointed out that the receiver can do better by using a coherent
measurement on the whole of the sequence of qubits [BMS96].

The density matrices for the parity bit for a sequence of n qubits is computed recur-
sively as

QI TROPRCEY

o6 = Sot" @ ot ol @ ")
n 1 n— n—
o = 5(,0[()]) @+ oV @)

where the case for a single qubit is exposed in Eq. [3):

1 cz  +es
Po = \tes 2 )

One defines two auxiliary matrices

n 1 n n
1 n n

We have

and p(™, A can be computed recursively as
o™ = p(D g pr=1 Al = A g Alr—1)

Therefore, p(™) is a 2" x 2" diagonal matrix in which the diagonal members are 2" components
of the expansion of the tensor (c? s2)®", for instance (¢? s?)®? = (¢* ¢%s? ¢?s? s*), and A(™)
is a 2" x 2™ anti-diagonal matrix in which all of the anti-diagonal members are ¢"s™. Thus,
by the simple computation

py = p™ A,

one has the general form of the density matrices for the parity bit

" 0 0 0 0 +cs"
0 g2 0 0 +cs" 0
0 0 Als2 L kensn 0 0
(n) _
Py =
0 0 +csm 2s2n=1) 0 0
0 5" 0 0 sl
+cs" 0 0 0 0 52"

BMS’s [BMSO6] trick is then a smart re-arranging of rows and columns of the matrix by
changing the basis. The new basis vectors are computed from the old ones, |i),i € {0,1}",

as
|i') = |i/2) for even i, and |i') =|2" — (i +1)/2) for odd i.
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Chapter 6. Quantum Non-Orthogonal Coding

We have the parity density matrices in a diagonal form

B=" o . 0
(n) _ 0 B,EFQ} 0
Po 0 0 . 0 ’
0 0o .. B2

where each diagonal member is a 2 x 2 matrix in the form of

<62(nk)82k +engn )

] _
Bb - +ngn CQkSZ(nfk)

For j from 1 to 2": the first block (j = 1) has k = 0; there are () blocks which have k = 1;
there are (%) blocks which have k = 2; etc. This continues until k = (n — 1)/2 for odd n. For
even n, we adjust only £ (}) blocks of k = n/2.

Each of these blocks is of the same form as in Eq. (B3] and so stands for a QNOC
scheme with two pure states

k n—k .k k .n—k
+ /(K] Ve2(n—k) g2k 1 2k g2(n—k) Ve2(n—k) g2k 1 2k g2(n—k)

which encode directly the values of the parity bit 5. We will be interested in the optimal
mutual information, and each QNOC in a subspace j corresponding to block j is seen as a
BSC sub-channel with error rate, cf. Eq. (&8):

1 — 2kl g/[K]
k] _ 2 —2C 5
Pe 9

We see that, the encoding scheme randomly selects one of 2"~! orthogonal 2-dimension
(7]

subspaces j = 1,...,2" ! (spanning the basis vectors corresponding to B,") with probability
q[k] _ tr(B,Ej]) _ (CQ(nfk)SQk + 02k52(n7k))

and uses two pure states in each subspace to encode to parity bit b whose encoding density
matrix is B,[)]]/tr(B,[)'ﬂ).

The optimal measurement for the mutual information of the parity is then (i) a loss-
less projective measurement which determines the encoding subspace j and (ii) an opti-
mal measurements for the QNOC using two orthogonal pure states with density matrices
B,E'ﬂ/tr(B,EJ]), b € {0,1}, gaining the optimal mutual information Ig(p[ek}) =1- h(p[ek}) with
corresponding value k of each sub-channel j.

The optimal mutual information for distinguishing the parity values of the n-bit se-
quence, with a determined S-QNOC, is then a function that we name by the first letters of
its authors Bennett, Mor and Smolin:

- D12 (1Y gk 1, (piF) for odd 7

BMSs(n) = { k=0

S (Qa Rl + 3 () e B ) for evenn

(6.9)

We see that this encoding and decoding schemes implements a binary symmetric multi-error-
rate channel, cf. Definition LT on page
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Protocol 6.3. QNOC — E-BSMERC(r)
1. Alice generates a sequence of n random bits ri,...,r, such that ry & ... ®r, = 1.
2. Alice encodes each r; with a qubit via the QNOC, and sends the qubit sequence to Bob.

3. Bob does the above optimal coherent measurement, sets v’ as the final guess of v and
(k]

registers the corresponding error rate pe .

Thus, & = {pF |k =0,..., [n/2]}

The probability of the error rate ka} is then the sum of the usage probabilities of all

channels j of the same k:

( [k}) B (Z) (CQ(nfk)SQk 4 62k82(n—k)) for 1 <k<(n-—1)/2 (6.10)
PiPe”) = () (2R g2k o 2k 2n=k))  for k = n/2 with even n .

6.3 Semi-honest-Sender Oblivious Transfer based on QNOC

6.3.1 Discussion on Protocol Reduction

In the previous section, we have presented how QNOC is used to build several semi-honest-
sender noisy channels: BSC, BSEC, BSMERC. We explicitly presented each of constructions
of BSC, BSEC and BSMERC from QNOC with an optimal quantum decoding coherent
measurement for the optimal parameters. With such channels, we can implement oblivious
transfer via the classical reduction scheme, cf. Chapters @ B

The first question is that why did we complicate things, because a BSC is sufficient
for implementing all of the others semi-honest channels by the classical reduction schemes,
cf. Protocols EE4l on page B on page

However, as shown in Sections BEZ2 223l Bob can use coherent quantum measure-
ments with higher capacity beyond classically combining individual measurements. So, in
such classical reduction schemes, we should re-examine the possible coherent measurements
which would give Bob more advantage.

6.3.2 Construction of OT from Quantum BSEC

We present here the construction of a semi-honest sender oblivious transfer protocol from the
quantum BSEC, cf. Protocol &2, and highlight the precaution about privacy amplification
in the presence of quantum coherent attacks. We use the same reduction scheme as in
Protocol on page B for an oblivious transfer protocol:

Protocol 6.4. QNOC — OT (by, by)(c)

1. Fori from 1 to N, Alice picks a random bit r; and sends it to Bob via the BSEC protocol
based on B-QNOC; Bob outputs (1}, A;).

79

2. Bob randomly builds two disjoint index subsets Iy, I C {1,..., N} such that |Iy| = |I,| =
n, and Vi € Iy, A; = 0.
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Chapter 6. Quantum Non-Orthogonal Coding

3. Bob sends the ordered pair (I, I _.) to Alice, according to his choice c.
4. Alice, receiving (I., I _.), sends back (80 = by®ky, by = b1 k1) to Bob where kg = @@ r;,
i€,
k)l = @ ;.

iellfc

5. Bob deciphers b, = b, ® @Dri.
1€l

We analyze first the correctness Po and Alice’s privacy Hp.

All that Bob receives are a sequence of qubits in a state p” and the ciphertexts of by, b;
with the keys kg, kq: IA)C = b. @ ke, i)l,c = b1_. D k1_.. The equivocations of the plaintexts
H(be/b., pP) = H(ko/p?), H(by_/bi_c, pP) = H(k1/p?) depend on Bob’s measurements of
the qubits p® and his setting of Iy, I; [Sha49].

In a classical thinking, we can assume the correctness and Alice’s privacy of Proto-
col with classical arguments as for Protocol

For the correctness, yes, we can use the same argument as Alice and Bob who are
honest can make the scheme as in a classical scenario. P is obviously the probability that
Bob gets at least n bits in NV rounds of BSEC, when Bob is honest.

However, we cannot assume the privacy by these arguments. Following these classical
arguments, Bob measures each qubit individually, and combines the results to guess the parity
bits of 2n-bit substrings. Thus, the average error rates in such substrings can help to secure
the parity based on the classical privacy amplification. Nevertheless, in the quantum world,
dishonest Bob is supposed to use quantum machine with unbounded power. With such a
machine Bob can implement quantum algorithms and coherent measurements over the whole
of the qubits to gain information. It was shown that in many cases coherent attacks gain
much more information than incoherent attack.

For the convenience in our proofs, we adopt a measure of Alice’s privacy on Bob side
as

HB:H(bUGBbl/Y) (611)

where Y stands for all intermediate information that Bob can get, and @& denotes the
exclusive-or operator. Such a measure is reasonable because in many applications built
from OT, the security is based on the security of by @ by [Cré89]. Alice’s privacy Hp =
H(by @ by /b, b1, pP) = H(ko @ k1/pP?) is the minimal equivocation of the parities of the
2n-bit substrings of (rq,..,7n), given the encoding qubits.

In [BMS96], Bennett et al. have proposed the optimal coherent measurement to gain
information about the parity of a bit sequence given the non-orthogonal encoding states.
However, it’s not the same problem as gaining the optimal information about the parity of
any of substrings with fixed length. Indeed, we see that when the substrings’ length is 2n and
2n < Nf, we can almost guess the parity of one of them. Figuring out how good a quantum
algorithm can guess the parity of any of 2n-bit substrings of a N-bit string, given the QNOC
states, would be complex and out of scope of this thesis.

For convenience, we can simply configure with 2n = N, and reuse BMS’s function, cf.
Eq. (@3), for the optimal accessible information that Bob can get about kg @ k1 from the
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6.3. Semi-honest-Sender Oblivious Transfer based on QNOC

qubits. This amount of information is less than 1 and decreases with N when 8 < 1 [BMS96].
Then, H (ko @ k1/pP) =1 — BM S3(N) is greater than 0 and increases with N.

For instance, when we choose o = 35°, thus have § ~ 0.658, then BMSg(N) is a
decreasing function as in Figure
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Figure 6.1: Optimal mutual information of the parity bit with 0.658-QNOC

In an asymptotic manner, we have a protocol that is almost both correct and secure
against Bob:

Theorem 6.1. Given any €1,€2 > 0, we can configure Protocol [ with 1/2 < f < 1,2n =N
and there exists Ny such that VN > Ny

Po>1—¢€¢, and
Hp :H(k()@kl/pB) >1—eo.

Proof. (Sketch). When Alice and Bob are honest, with 5 > 1/2, Bob will receive in average
BN > N/2 = n good r;, i.e. with A; = 0. Thus, Bob can set Iy with no error in 7"’,0 and
successfully decipher b.. The probability that Bob receives less than n < SN good r; can be
negligible in .

Besides, Hg = H (ko @ k1/pP) =1 — BMSz(N) where BM S3(N) is also negligible in
N when g < 1.

Therefore, we can choose 1/2 < 8 < 1 for Po and Hp are both arbitrarily close to 1
with parameter N.

Alice is supposed to be semi-honest, i.e. she respects the QNOC scheme, but wants
to record all intermediate information to guess Bob’s choice. When Bob is honest, i.e. he
respects the decoding scheme, then the probability distribution of A; are identical for all
position 4, and Alice cannot distinguish Iy, I1 to gain information about c.
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In conclusion, in case Alice is semi-honest, we can configure the protocol with 1/2 <
B < 1, n = N/2 with even N, Protocol implements an oblivious transfer with failure
probability arbitrarily small in N. ]

6.4 Quantum OT based on Coin Flipping and EPR Attack

We see that Protocol does not implement a secure oblivious transfer protocol against
Alice who is active. Indeed, Alice can violate the QNOC scheme to control the probabil-
ity distribution of A of the BSEC. Then, simply speaking, the distributions of Iy, I; over
{1,..., N} are different: a position ¢ with a greater p(A;) = 0 has a greater probability to be
put in /y. Alice can then gain information about c.

For the simple case when the qubit sequence is in state p® = ®l]\; P, ie. all pb at
position i are not entangled each with the others, then the execution of each i*» BSEC round
is independent of the others: p(A; = 1/p') = tr(Fap'), where

228
0 0

Thus, Alice cannot definitively force A; to be 1 as tr(Eyp') < tr(F,) = % We have

min tr(Eyp') =0  when p' = [1) (1 (6.12)
pi
P 2—-92 .
max tr(Fqp') = 5 ﬁﬁ when p' = |0) (0| (6.13)
pi -

With such a control of probability distribution of A;,¢ = 1,..., N, Alice can guess I; as the
set with more indices for input p’ = |0) (0| and less indices for input p* = |1) (1].

The idea inspired from the implementation of OT from DMC, cf. Protocol EE3 on
page H11 is that Bob should ask Alice to reveal some r; in Protocol to test the encoding.
If Alice is supposed to reveal r; € {0, 1}, Bob can measure p’ by the projection p,, = |;,) (4. |
to verify. If the qubit is not [¢,,), then Alice has a non zero probability of being detected.
We should have a protocol as follows:

Protocol 6.5. QNOC — OT (by, b1)(c)
1. Alice picks M random bits by g, ...,byro and sets by = by @ by @ byg forl=1,..., M.
2. Bob picks M random bits c1,....cpr.
3. Forl=1,..,. M,

e Alice picks N + T random bits r; and sends it to Bob via 5-QNOC.
e Bob chooses T random indezxes j and announces to Alice.

o Alice reveals rj; Bob measures j'" qubit with projection WW> <1b,nj‘ and aborts if it

fails.
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6.4. Quantum O'T based on Coin Flipping and EPR Attack

e Bob uses the define measurement E to complete the BSEC rounds, and Alice and
Bob implement OT (byo.b.1)(cr).

4. Bob sends ¢ = @}!, e, ®c.
5. Alice computes by = EB]]\;II by @ by, by = @1]\;’1 bi(1—¢) © b1 and sends to Bob.
6. Bob computes b, = @l]\i] b & be.

Alice has to cheat all of M OT rounds to learn Bob’s choice c. If in each round,
dishonest Alice has a non zero probability of being detected, then we can prevent Alice from
cheating with large value of M.

With large value of M, we see that the tests assume that each qubit sent by Alice is in
state [1,) with a random bit . This state can be described by mpg+ (1 — 7)p1. The intuition
is that if the 7" qubit sent in Protocol is in state p’ = 7pg + (1 — )p1, 7 € [0,1] then
p(A; = 0) = 5. We would deduce from the classical case that if the probability distributions
of all A; are identical, then Alice cannot discover c.

Nevertheless, Bob can use his advantage to cheat in each OT round: he measures all
of the N +T qubits and ask Alice to reveal r; with which the result is bad while using good
result to set Iy, I1. Bob can cheat one of M OT rounds to flaw the protocol. However, we
would expect a good configuration of M and N to make Protocol highly secure against
both Alice and Bob as in [Mor05].

Based on the same idea, we would conclude that, if Alice and Bob have access to
a coin flipping protocol, e.g. a black box that generates pairs of random bits, then Bob’s
advantage is removed. We would imagine an oblivious transfer protocol based on coin flipping
as follows:

Protocol 6.6. CF and QNOC — OT(by,b1)(c)

1. For i from 1 to (M + 1)N, Alice picks a random bit r; and sends to Bob a quantum
states encoding r; with B-QNOC scheme.

2. Alice and Bob use coin flipping to generate N random log(M + 1)N-bit numbers to
select U C {1,...,(M + 1)N} with |U| = N.

3. ForieT={1,..,(M+1)N}\U, Alice unveils r; to Bob; Bob verifies r; by measuring
the it qubit p' with the projection |ty,) (.| and abort if it fails.

4. Alice and Bob continue with Protocol [0.J] on N remaining qubits indexed in U.

Unfortunately, this classical reasoning is true only if the state wpg+(1—m)p; is prepared
by a statistic ensemble consisting of |1y) with probability 7 and |¢) with probability 1 — 7.
In the scope of quantum mechanics, this statistical ensemble can be prepared as the state of
a subsystem entangled with another system.

In general case, Alice prepares a bipartite state p?, and sends to Bob N qubits in

the state

B

p" =tra(p?).
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For instance, Alice can violate the encoding convention by preparing each qubit as half B of
a pair in state

ﬁ‘0>A® WO)B“‘ VI*W‘UA@ Wl)B

and sends the qubit B to Bob. This preparation is indeed quantum semi-honest because the
density matrix of the qubit B is the same as when Alice is honest. When Bob measures the
qubit B with the defined E for implementing Protocol £2 the probability distribution of A
does not change, p(A/p? = 0) = B. However, Alice can measure the system A with some
apparatus E4 to gain some mutual information I(A; E4) about A based on the correlation
produced by quantum entanglement. Alice can then use I(A;; E4) about A; in each i*" round
to guess the difference between Iy and I;.

We expose here an example of such EPR attacks on Protocol By similarity, this
attack also flaws Protocol Assume that

i = 1= 22y = i-Zm - 2.

_8
gman=( 157 5 )=0-Dow+Ima

2

then

This matrix can be prepared as an ensemble of |0) with probability (1 — g) and |1) with

probability g We see that these states maximally violate the S-QNOC and have the best

distinguishability of the probability distributions of A, cf. Eq. (E12), (E13).

Therefore, a dishonest Alice can make a bipartite state

‘¢’>: 1_—|0A\0 \/71;11

and sends qubit B to Bob. Observe that the density matrix of Bob’s part is the same as the
density matrix of Bob’s part of [¢) = (|0) 4 [¥0) 5 +|1) 4 [%1) 5)/v/2, and there exists a unitary
transformation Uy on Alice side that transforms |¢') to [¢): (Ua @ Ig)|¢') = |¢). We have

¥y =1L, \ful
[ B+ 1)) ()4~ 1))
= 1—5%0>B+\/;%|1>B
1 ®(\/1§|o>3+\/§|1>3>+%m®( Lo\ 2 1 )

- %um ® o) + -0 ® 1))

and thus U, is indeed the Hadamard gate

I /1 1
== )

Therefore:
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e If the state |¢') is selected to be tested, Alice can apply U4 on her side to have |¢)

and measures the system A in the basis {|0),,|1) 4}. This is equivalent for Alice to
measure in basis {|+) 4,[—) 4}. Alice reveals r = 0 if the output is |0) , leaving Bob’s
part in state |¢g) g, r = 1 if the output is |1) , leaving Bob’s part in state [1);) 5. Alice
can then successfully pass the test.

If the state |¢') is used for OT protocol, Alice measures the system A in the basis
{10) 4, 11) 4}. If Alice outputs |0) 4, Bob is left with the state |0), that has a higher
probability of giving A = 1; if Alice outputs |1) 4, Bob is left with the state |1) 5 that has
a lower probability of giving A = 1. We remark that Alice’s and Bob’s measurements
commute in the sense that, if Alice measures after Bob does, Alice gain the same
informations, i.e. Bob has received A = 1 with a higher probability if Alice outputs
0) , and Bob has received A =1 with a lower probability if Alice outputs |1) 4.

With such an advantageous information about probability distribution of A;, ¢ € U,

given I, I ., Alice can guess I; as the set with more indices for output |0) , and less indices
for output |1) 4. Therefore, the tests cannot help us to prevent Alice from cheating, and the

above quantum oblivious transfer protocols, even though based on coin flipping, are flawed
by EPR attacks.

6.5 Quantum OT based on Bit Commitment

We see that Protocol is secure against Alice only if Alice is supposed to respect the
encoding convention in the S-QNOC scheme. We can force Alice to do this with help of a bit
commitment protocol. Recall that coin flipping can be built from bit commitment [CKSS].

Protocol 6.7. BC and QNOC — OT(by,b1)(c)

1.

5.

Alice picks (M 4+ 1)N random bits r; and commits all of r; to Bob via BC protocol.

Alice sends to Bob quantum states encoding r; with -QNOC scheme for all i =
1,..,(M+1)N.

Alice and Bob use coin flipping, which can be built from BC, to generate N random
log((M + 1)N)-bit numbers to select U C {1,...,(M + 1)N} with |U| = N.

S ForieT={1,..(M+1)N}\U,

e Alice unveils r; to Bob.
e Bob verifies r; in the commitment and aborts if it fails.

e Bob measures the i'" qubit with the projection |1,,) (3., and abort if it fails.
Alice and Bob continue with Protocol on N remaining qubits indexed in U.

The main difference between the test with a commitment of » and the one without a

commitment as in Protocols [0 is that a committed bit r, with the projection |i,) (1), ],
determines only the pure state |¢,) while a random bit r with the projection [¢,) (¢,] is a
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mixed state described by 7 |10) (¢o| + (1 —7) [1p1) (11|. Then, the former case does not permit
Alice to send the encoding qubit different from the conventional pure state |1,) while the
later permits a violation of S-QNOC by part of a bipartite entangled state. In other words,
the commitment of r forces Alice to be classically semi-honest.

Therefore, in Protocol 7, if dishonest Alice violates the 5-QNOC convention for some
rounds of BSEC in U to have some chance to distinguish Iy, I; C U, then she will be detected
with large value of M. If Alice pass the tests then Alice musts almost respect the encoding
convention. Thus following Theorem [G.] she gains little information about c.

Could EPR attacks help Alice to cheat in a general way: Alice prepares p? and sends
the qubit sequence in state p® = trA(pAB) to Bob; after the selection of U, Alice operates
on p? in such a way that Bob’s part in U violates the S-QNOC and helps Alice to guess ¢,
cf. Sections and B4, while Bob’s part not in U, named U, passes the tests? We see that
with a large value of M, almost qubits in U must respect the S-QNOC. So, there may exist
U' Cc U,|U'| = |U| such that the qubit sequence in U’ respects the QNOC, i.e. is in state

®ieU’ ‘¢T1> <"/}n‘ and so
B U’
P = <® "‘/’n) <¢Tz|> ®p
€U’
As U’ and U are equivalent under the random selection, Alice’s operation would also work
with U’ as U. However, for any of Alice’s local transformations, p? remains the same, i.e.

the qubit sequence in U’ is in state @, [9r,) (1br;] that respects the f-QNOC and does not
help Alice.

Theorem 6.2. Given €1,¢€2,€e3 > 0, we can configure Protocol [ with 1 > 5 > 1/2, N/n =2
and there exists Ny such that VN > Ny

P(jZl*El, and HBZI*€2,
and there exists My depending on N such that VM > M,
Hjy>1— €3

Proof. (Sketch) Following Theorem we could configure Protocol and choose first a
large value of Ny to have an oblivious transfer protocol strongly correct and secure against
Bob:

Pczl—E], and H1321—62

Then, we choose M large enough to assume that at the conclusion of Protocol B Alice has
to almost respect the S-QNOC and gains an amount of information about ¢ below e3. O

6.6 Building Weak Oblivious Transfer

We will show that Protocol [£4] satisfies Definition ] on page BOlwith Po > 0, Hg > 0, Hy >
0.

The correctness parameter P is considered, given that Alice and Bob are both honest.
We see that Po =) ysoon (](\L])ﬁ“(l — )N Thus Po > 0 when 0 < 8 < 1. Besides, Alice’s
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privacy Hp is 1 — BM Sg(N) when we choose n = N/2 for even N. And then, Hg > 0 when
B < 1.

We consider now the security on Alice side, i.e. Bob-privacy when Bob is honest. We
denote D, the probability distribution of N BSEC rounds e = (Ay, ..., Ayx) € {0,1}", known
to Alice when Bob is honest. In fact, Alice can control the probability distribution D of
execution of BSEC rounds e = (Aq, .., Ax) by sending a sequence of qubits in any state.

H, = min{H (¢/D) : for all D that Alice can generate by sending the quantum sequence}

Given a distribution D, Alice has an equivocation of Bob’s choice as the average
entropy
Ha = H(c/D) = Y p(W/D)H(c/W,D), (6.14)
wew

for W being the set of all ordered pairs of disjoint subsets of n indexes, i.e.
W = {W: (WO,W]) : WgﬂW] :w,|W0| = |W]‘ :n},

and H(c/W,D) = h(p(c = 0/W, D)) being the conditional entropy of ¢ when Alice receives
W e W. Thus:

plc=0/W,D) = p(W/c=0,D)p(c = 0/D)

p(W/D)
 p(Wy = Iy, W) = /D)
B 2p(W/D)
_ 2epn(e)pWo = Ip, Wi = I /¢)
23 .pp(e)p(W/e) ’
p(W/e=1,D)p(c=1/D)
ple=1/W,D) = S(7/D)
_ p(Wy = 1y,Wy =1,/D)
B 2p(W/D)
_ Yepple)p(Wy = Iy, Wy = I, /e)
2% .pple)p(W/e)

where p(I/e) is the probability that Bob returns W to Alice, knowing an occurrence e of the
executions with the probability pp(e) controlled by Alice.
The probability that Bob returns W = (Wy, W7), given the execution e, is computed

by the formula
1

p(W/e) = p(Wy, = I, Wy = T Je).
k=0

We suppose that honest Bob, knowing an execution e = (Aq,.., Ay), randomly selects
I. as any subset of L indexes from Zero(e) = {i € {1,.., N}|A; = 0}, and fills I, _. with the
remaining indexes in Zero(e), then with indexes randomly selected from One(e) = {1,..., N}\
Zero(e).
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For W = (W,, W1) € W, we have

(‘Zegz(e)‘)i] if W C Zero(e)
- -1
p(Wo =1I0, W1 =1I1/e) = (‘Zerno(e)‘) ](Qngzz(:g(‘e)‘) if Wy C Zero(e) A Zero(e) C W
0 otherwise.

We denote &y = {e : p(Wy = I, W1 = I1/e) > 0} i.e. W € Zero(e) or Wy C Zero(e) A
Zero(e) C W. For 0 < a < N, we use e to denote any occurrence of e such that Zero(e) = a.
The cardinality of £}, = {e” € &y} is then

(NfQ“) if a > 2n

a—2n
Ewl=1<1 ifn<a<2n
0 otherwise.
We have
p(Wo = Iop, W) =1L/D) = > >p(e’/D)p(Wy = Iy, Wy = I /e")
N>a>0e“
= > > pe*/D)pWy=1Io, Wi =1/e)
N>a>0e €&y,
= > > p(e?/D)p(Wo = Io, Wy = I1/e?)
N>a>2ne* €&y,
+ > > p(e"/D)p(Wy = Iy, Wy = I/e?)
2n>a>ne* €€y,

We see that, only a ' qubit with a priori probability known by Alice p(A; = 1) = 1 can
give Alice the conclusive information about ¢ when 4 is put into I; by Bob.

However, when Bob uses the decoding measurement E for the B-QNOC with 8 > 0,
p(A; = 1/ph) < % < 1 for all quantum states p’ sent to Bob, cf. Eq. Therefore, for
all cheating qubits sent to Bob, Alice has nonzero uncertainty about ¢, i.e. Hy > 0.

In brief, as analyzed above, Protocol [6.4] satisfies Definition EETl when 0 < 5 < 1. The
parameters N, n and 3 can be calibrated to have some degree of weak correctness and weak
security on both sides. We enter then in a two-party game where the more advantage we give
to a party, the more this party can control the game and cheat.

We omit a quantitative analysis for the configuration of our WOT because of the
complexity on Alice side. Intuitively, the smaller § is, the larger Alice-privacy Hp is, but the
smaller Bob’s privacy H 4 is because Alice has larger gap in the probability distribution of
A :0<plA;=1)< % Besides, the smaller N is, the smaller Alice-privacy Hp is, but
the larger Bob-privacy H 4 is because it is harder for Alice to distinguish Iy and I;.

We expect that if the protocol is configured to be correct and secure on Bob side,
Alice will be able to generate a distribution D to guess ¢ with a high accuracy. Indeed, a
quantum oblivious transfer that is correct and secure on both sides is eliminated by the no-go

theorems ([May97, [LC97, [Lo97)]) that we will expose in the next chapter.
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Chapter 7

No-go Theorems: Reinterpretation
and Extension

The material of this chapter is concerned with the general model of quantum two-party
protocols. Such protocols should consist of communication of quantum information via a
quantum channel and classical information via a macroscopic channel. With the presence
of such macroscopic channel, a quantum protocol is no more a purely quantum two-party
model consisting of users’ quantum machines. The measurements for making classical signals
transmitted via this channel would create entanglements between users’ quantum systems
with a third party system, uncontrollable by the users and thrown to the environment. The
macroscopic channel is as a public measurement apparatus which is trusted by both Alice
and Bob.

With this three-party model including an environment party coupled with the classical
channel, we present a faithful interpretation of general quantum protocols for building bit
commitment and oblivious transfer protocols. With the purified model, we show that the
no-go theorems are valid for both ideal and non-ideal primitives.

Based on this interpretation for general two-party protocols, showing certain features
of the models penalized by the theorem, we extend the no-go theorem for some particular
trusted two-party oracle based models which do not hide information from the views of Alice
and Bob. A no-go result on coin-flipping based bit commitment protocols similar to Kent’s
one [Ken99 can be easily obtained from these extensions.

A corollary from these extensions is that a quantum two-party oracle for implementing
unconditionally secure bit commitment and oblivious transfer must involve an erasure of
information from the views of Alice and Bob. This remark suggests us to discuss the no-go
theorems from a thermodynamical point of view, due to Landauer’s principle [Lan61].

7.1 Reinterpretation for No-go Theorems

A major objection to MLC no-go theorem is that it is “too simple to be true” for all possible
protocols where Alice and Bob

1. do measurement on their quantum systems and pass to classical computation;
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2. introduce private secrets;

3. communicate classical information through a macroscopic channel that does not permit
to transmit quantum signal.

Most of attention were paid to classical variables in computations [Yue((, [Bub0Tb!
[Yue0d, [Che03l [Chelf]. And these were successfully explained in these supplement works.
The problem of secret variables, addressed in [Yue02l [Yue(4], was also treated for ideal and
nearly ideal protocols by some related results in [Bub01bl [Chelf].

The classical communication is normally omitted with some assumptions on the com-
munication, expressed as “classical communication can be carried out by quantum model, but
with some constraints” [LCO7). But what are the constraints? From a physical viewpoint,
the classical channel does not appear in this reduced two-party quantum model.

What is the difference between a quantum channel and a classical one? A quantum
channel is a medium that we can use to directly transmit a quantum state without disturbing
it. Nevertheless a classical channel, for transmitting discrete messages, permits only one from
a collection of discrete signal values which can be amplified by many quantum systems on
the channel, for instance a macroscopic electrical wire with tension +5V for 0 and —5V for
1.

Imagine that in the specification of a protocol, at a certain moment, a party S has
to measure some quantum state |1))¢ with an apparatus with n degrees of freedom and
communicate this result to the other via a classical channel. This measurement will output
i € {1,..,n} with probability p(i) and let the measured system in a state |¢;)¢. Receiving
the classical value i, the receiver R could generate a basis state |i) , in a n-dimension space
for his further computation.

Of course, we can reduce this communication to a pure two-party quantum model
where the sender realizes a transformation

U(l$)s @ [0)p) = Z V(i) [$i) s ® i) g

and the protocol will go on correctly because the density-matrix description of each system
is the same as though a real measurement is done [LC97, [Bub0OTh]. The joint computation
remains an unitary evolution of a pure two-party state, and with such a quantum two-party
joint computation, bit commitment is impossible as analyzed in Section EEZT1

However, the above reduced model for classical communications does not interpret
what really happen in the physical world. It permit to conserve a two-party entanglement
that does not exist in the specification of the protocol with classical communication. This
two-party entanglement could introduce some extra effects. For instance, it could happen
that if the receiver uses the received message to do a quantum computation and sends back
the result, the sender could learn more information with entanglement attack by the effect
of super-dense coding [BW92].

We can say that a quantum protocol with communication of classical messages can be
correctly implemented in a pure quantum two-party model. Nevertheless, it is not obvious
to emulate the protocol by a purified two-party model for proving the insecurity without a
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convincing interpretation. We have right to doubt that the reduced two-party model may
implement correctly the protocol, not securely. The pure quantum two-party model could be
used to prove the possibility [Yao95], not the impossibility.

Indeed, the classical channel forces the measurements to be done for making classical
signals i.e. Alice and Bob have to really measure their quantum states to make classical mes-
sages. And in a generic protocol, the communication of classical messages forces destroying
the purity of two-party states. The real joint computation with communication by measuring
and transmitting classical values via a classical channel is not an evolution of a pure two-party
state. In other words, as the action of measurements “can never help a cheater”, why it does
not prevent Alice from cheating?

This point was only explained in Mayers’ version where the measurements for making
classical messages were considered [May97]. Following Mayers, Alice and Bob would keep all
of the operation at the quantum level, except for making classical messages. Thus, for each
classical message v, the quantum system collapsed with the corresponding classical outcome
is in a known pure two-party state [ ) , 5, and the trade-off between concealing and binding
is separately treated for this state, i.e. the collapsed protocol must be secure:

F, = F (p7(0), p7 (1))

= F(tra(|voy) (Yoql)stra((vny) (P140)
>1—c¢ (7.1)

and Alice has a unitary cheating transformation U, , with possibility of success

‘ <1/}0,"/| UA,'y T,b],'y> ‘ = F'y > 1—e (72)

However, a protocol that is secure against Bob is not necessarily secure for all possible
collapsed protocols corresponding to all possible classical exchanged messages, cf. Eqs. ()
and (ZZ), but on average. For example, F, could be small for some ~ but the occurring
probability of « is small. Moreover, it can happen that the occurring probabilities of v for
the commitment of 0 and 1 are different, i.e. po(y) # pi(y). Could we relax more the
measures of average concealment and binding?

In this section, we present a faithful interpretation for the no-go theorem, considering
all physical systems appearing in a general bit commitment protocol. The similarity can be
applied to oblivious transfer protocols. This interpretation will clarify the troubles with the
two points:

e Classical computations with secrets: We show that EPR attacks of Alice is general in
spite of the fact that honest Bob really uses classical secret variables and does the
measurements in his computation. This interpretation, inspired from Lo’s arguments
in [Lo97], is simpler and more accessible than [Bub01bl [Che(f]. Moreover, our detailed
interpretation leads to the possibility of a mental game on Bob’s secrets when the
number of values of these secrets is very large in comparison with the concealment
parameter, cf. Section [3l

e (lassical communications: We show that the security and the cheating can be analyzed
for a purified protocol in a global view considering a macroscopic channel for transmit-
ting classical message within the concepts of decoherence in quantum measurements.
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This purified model shows a more general view on average concealment and binding
than Mayers’ one which considered these parameters only for individually each history
of the protocol corresponding to one quantum configuration collapsed to one classical

message sequence [May97].

7.1.1 Augmented model purifying private randomness and secrets

We consider the security of quantum bit commitment with private secrets and local measure-
ments in an augmented model which purifies all these classical variables. For simplifying, we
suppose that Alice and Bob communicate only quantum information. The communication
via a classical channel will be considered later.

Suppose that Alice and Bob possess two quantum machines with unlimited resource.
Using these machines, Alice and Bob can realize all computations at the quantum level by
the purifying action described as follows.

Suppose that following the algorithm, at some step, a user X € {A, B} prepares a
secret value which is a random variable |i), chosen from a finite set {|1),..,|n)} with equal
probabilities 1/n, and introduces it to a quantum circuit that compute

x (1) x [4(0)) ap)

where [1(b)) 45 is used for the remaining quantum system of the protocol. This probabilis-
tic computation creates in fact a quantum statistical ensemble of possible configurations:
{1/n,Ux (|7) x |¥(b)) ,5)}. User X can instead prepare the entangled state

> VATl i)y (7.9

keeps the quantum dice Dx for the purification and uses part X for the quantum algorithm
as in the honest case. The computation is then kept at the quantum level

Z\/U—n\ x [9(0) ap)-

Suppose that at some steps, a user X € {4, B} has to measure the quantum state
|1(b)) 4 by an apparatus with n degrees of freedom. According to the output i € {1,..,n} and
the collapsed state |1;(b)) , 5 with probability py (i), this user realizes a quantum computation
Ux controlled by 4, i.e. he/she produces a state |i)y [1;(b)) 45 for i = 1,...,n, and applies
Ux (]7) x |%:(b)) 45)- The user can instead introduce a n-dimension quantum system in X,
and a n-dimension quantum dice in Dx for the purification. He couples these with |1(b)) 45

and transforms them to
Z Vo () 1) py 19 x [9i(0) 4 - (7.4)

Then he applies Ux to the system in Hx as in the honest case, i.e. the output will be

Z\/pb i) + () a5)-
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The above behaviors can be seen as semi-honest. Such semi-honest actions are not
detectable because the density matrices of all systems are the same as in a honest scheme, and
must be allowable because the both users have quantum machines with unlimited resource. In
fact, each user respects the specified algorithm but keeps the multiverse of the computations
corresponding to private classical variables [Deul.

Figure 7.1: Global model purifying private classical variables

Therefore, the joint computation is an unitary evolution acting on Hp, @ HAQHp ®
Hp, where Dy, Dp are Alice and Bob’s dices which are secret and do not appear in the
execution of the protocol for honest users. The configuration at any moment can be expressed
as

W0) =Y Vo) 1), 19) by 1915 (0)) 4 (7.5)
i\j

where 1, j represent all possible values of classical secrets and measurement results that Alice
and Bob would have produced, and |v; (b)) ,5 is the collapsed quantum state according
to the classical values 7 at Alice location and j at Bob location when both are honest cf.
Figure [Tl

But the users can throw their dices to the quantum machines and fully control them
as normal computational system in A, B. Then, the protocol must be concealing against this
purification because Dp is fully controlled by Bob’s machine, i.e:

pP:P8(0) = pPP5 (1) (7.6)
where pB05 (0) = tra,p,, (IF(0)) (W(0)]), pB-25 (1) = tra p, (|9 (1)) (T (1)]).

Then, as exposed in Section EELTl the theorem for the purified two-party system
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assumes that Alice finds a cheating unitary transformation acting in H4 ® Hp, such that
Ua(|¥(1))) = [(0)) .

The most common feeling is that, Bob may not necessarily follow the purified scheme.
When honest Bob really does the measurements and uses classical random secrets, the two-
party entanglement is destroyed. For the sake of qimpli(‘ity, we throw the di(‘eq in Dy to A,
and the purified state can be expressed as |V(b) Z] L VP(3) 13) p,, 194(b)) o - According
to his classical private values j € {1,.., N}, ‘rhe global purified state is pro_]ected into the
collapsed states |t;(b)) ,; which may not be known to Alice. Alice could not figure out the
corresponding cheating transformation.

However, if Bob does not purify his computations by throwing Dp away, he has
no advantage. In any way, we cannot weaken the condition in Eq. (Z8)), and because
Vou(d) [(b)) = b, (J] ¥ (b)), the transformation Uy is universal for all of Bob’s secrets, i.e.

Ua(l9(1))) = 14;(0)) - (7.7)

Even in a non-ideal case where F(p?75(0), p?P8(1)) = 1 — ¢, as shown in Section EZT]
there exists a purification |¥'(0)) of p?P5(1) satisfying | (¥'(0)| ¥(0))| = 1 — ¢, and Alice
can find Uy:

[W'(0)) = Ua(|¥(1 Z\/;m V) D, Uall5(1)) 1)
:ZVp]j‘jDB‘¢.70>AB
J

Alice can use this unitary transformation to cheat. Here, in spite of the fact that there may
exist some classical output j with it, Alice fails to cheat because | (1;(0)] 1/1;(0)> | < 1, but

the probability of producing such classical value j must be small and the average of Alice’s
possibility of success when Bob is honest can be measured by:

> VoDV () [ (95(0) | 4;(0))] > | (¥'(0)] w(0))
j

=1—ce.

In conclusion, if a quantum protocol with local random variables and measurements
is concealing against Bob, given that Bob has an unlimitedly powerful quantum machine,
then it is not binding when Alice has an unlimitedly powerful quantum machine. In fact,
as all of these local classical values can be purified by quantum machine, cf. Figure B3] it
is required to analyze the protocol in the purified two-party model where the computations
become quantum deterministic. The computation with classical variables and measurements
of one user is as throwing some local systems away from the global purified model, can only
cause losses of information and never help that user.

However, the choice for values of secret variable is subjectively random, not objectively,
i.e. user X is free to choose the secret in Eq. (lE}]) as any |i), even as any probability
distribution P for a purification ), \/P(i) i) i) x. A concrete analysis of a mental game
on Bob’s secrets will be provided in Sectlon 3
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7.1.2 Augmented model purifying classical messages

Above, we showed that local random variables and private measurements can be purified in
Alice’s and Bob’s quantum machine. And in such a case, the bit commitment is impossible
because of a property of two-party pure states. Moreover, Bob’s honest strategy, that does
not take the purification step, and does not help to eliminate Alice’s cheating strategy that
purifies all of Alice’s local random variables and measurements.

However, in a general protocol, Alice has to do the measurements because of the
presence of a classical channel. As measurements “can never help a cheater” [GLO0], why the
measurements for making classical messages do not prevent Alice from cheating?

Mayers’ proof could respond to this question. By the same arguments as above,
Mayers pointed out that Alice and Bob may purify all measurements except for making
classical messages. And the protocol configuration is projected to a collapsed state, indexed
by the exchanged classical message and then known by both Alice and Bob. The concealment
and binding are then treated by the no-go theorem for bit commitment on this sub-protocol
configuration which is a pure state, cf. Section

In the sequel, we will interpret the classical communications in a faithful purified model
by the concepts of decoherence in quantum measurements for making exchanged messages.
This makes us once more return to a global model purifying all classical messages exchanged
between Alice and Bob. In this model, the average parameters for concealment and binding
are more relaxed than in Mayers’ case, and thus more general.

It is natural to think that in reality a classical channel is coupled with the environ-
ment where the decoherence is so strong that the messages transmitted on the channel are
measured by a CNOT-like gate, copied, and amplified by an infinite quantum systems in the
environment, i.e. a basis qubit |¢) becomes i) ® |i), [Znx91l [BS9F].

In [Yao95], Yao defined a quantum two-party protocol as a pair of quantum machines
interacting through a quantum channel. The protocol is executed on a joint system consisting
of Alice’s machine H 4, Bob’s machine H g, and the quantum channel H. The execution is
alternating rounds of one-way communications. For each round, one participant D € {A, B}
performs a unitary computation in the joint space of his private system Hp and the messages
Hc. The messages will be taken to the location of the other for the next round, cf. Figure[[2

This model has been used as a standard for analyzing quantum communications in
quantum protocols, e.g. the complexity of quantum communications [Kre9hl, [dW02] and
quantum interactive proofs [Waf99]. It was also used in the Lo & Chau’s proof of the
insecurity of quantum protocol for bit commitment [LC97, [Bub0ThH].

If we use Yao’s model for two-party protocols, the model should be generalized as a
pair of quantum machines interacting through a quantum channel and necessarily a classical
channel. The model consists of two machines H 4, Hp, a quantum channel He for both
quantum and classical messages and a trusted measurement machine M with ancillas Hg.
The measurement is in fact a CNOT-like gate whose controlling inputs are in the space of the
sender’s “classical messages” and targets are ancillas in the macroscopic environment space
Hpg, cf. Figure In each communication round, a participant D € {A, B} does an unitary
computation on Hp ® He; the trusted machine applies the CNOT gate to the “classical
messages” in H¢e and the environment of the classical channel Hg. The quantum messages
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Figure 7.2: Quantum two-party model

and “classical messages” in He are taken to the other location for the next round.

But, as the quantum communications do not play an important role in the proof, it is
not necessary to separate quantum communication systems from quantum computation ones.
The presence of the He would be redundant. Indeed, in [LC97], the authors must assume
that the channel after the commitment phase is in a pure state |u).. This assumption is not
evident, and may trouble the readers if provided without explication. For instance, we can
use a EPR-pair channel for teleporting quantum states m, and the EPR-pair channel
musts be separated from the other computational systems to guarantee that these EPR pairs
are used only for the communication of quantum signals by teleportation. In [Bub0Th],
the channel systems C' must be split into two parts in possession of Alice and Bob. We
would rather faithfully consider the communication of quantum signal as quantum particles
are brought from sender’s machine to receiver’s machine. As analyzed in Section LAl the
communications of quantum messages make only repartitions of quantum systems in Alice
and Bob’s machines. Nevertheless, we will separately analyze the communication of classical
messages via a macroscopic channel.

Suppose that the process of communication of classical message via a classical channel
as follows:

1. The sender S € {A, B} has to measure some quantum state |1) ,; with an apparatus
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Figure 7.3: Quantum protocol with a classical channel

with n degrees. This measurement will output ¢ € {1,..,n} with probability p(i) and
let the measured system in a state |1;) 45

V) — Z V() [Wi) ap i) s D) g s

where H g g is for the macroscopic part in the measurement device lost to the environ-
ment that causes the impurity of sender’s state.

. The sender sends the signal 7 via a macroscopic channel where the signal can be infinitely
amplified by the environment F:

s = 10)g ® i) g

. The signal is amplified, and propagates to the receiver’s device, where the corresponding
quantum state |i) will be generated for the receiver’s quantum machine R = {4, B} \

{S}:
g = 11)p @ lig-

Therefore, we can see this process acts on a pure state, but in a larger space covering

Alice’s, Bob’s machine and the environmental systems amplifying the signals:

) ap 0)s g s — Z V(i) [1) g [1) o [0 R ¥i) B
i=1
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where Ex denotes all systems of the environment, and S, R denote the controllable quantum
systems in Alice’s and Bob’s machines. The initial states of systems storing the classical
messages in this process are not important, and denoted by |0>S,R,E*' So, by introducing
the environment systems FEx, the execution of the protocol is seen as a deterministic unitary
evolution of the global three-party state lying in Ha @ Hp @ Hpx-

Here, H g, is not controlled by any participant, and the configurations of the protocol
are not pure states lying in a two-party space for quantum systems in Alice’ and Bob’s
machines anymore. Nevertheless, it’s a three-party model where the systems in Ex play a
passive role via the CNOT gates, make us have to leave the purified model, cf. Figure
and turn back to the superoperator model, cf. Figure

Therefore, the protocol is seen as a deterministic computation on a three-party space
and the configuration of the protocol at any moment can be described by a known pure state

in the form of
N

W) =Y Vou()18) s, 1) 4 1) 190 (0)) 4 (7.8)

i=1
where i is any possible classical message, and |i) 4, |i) 5 appear for the fact that Alice and
Bob can duplicate and keep a record of the classical messages forever in their machines.

Figure 7.4: Entanglement connections via classical messages

For the security on Bob’s side, the protocol has to assume
F(pP(0),p"(1)) > 1~ ¢
where p” (b) = tre.(tra(|¥ (D)) (¥(b)))).
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Of course, Alice can only control the quantum systems in his machine H 4 and
F(pPF(0), )% (1)) < F(p®(0), 0" (1)) (7.9)

where p?F*(b) = tr4(p(b)). The inequality happens when information are lost during com-
munication via the classical channel. Unfortunately, the environment has only honestly am-
plified the signals and the equality is obtained:

F(pP(0), pP P (1)) = F(p"(0), p" (1))
>1—c€

because in the description of [W(b)), |i), is exactly the same as |i) ,. Therefore, there exists
an unitary transformation U,4 such that

[{W(O)UalT(1))] > 1 -

In Figure [[4l we represent each entanglement connection via a classical message 7 by
a line. The frontier F; at the limit of Alice’s control gives Bob the same information as at Fy.
The classical channel is noiseless and does not help Bob, cf. Eq. ([C3). We can recall that a
noisy channel could enable us to build unconditionally secure primitives [Cré97, [CMW04].

The above purified model exists only if we accept the concept of decoherence that
leads to the Many Worlds Interpretation of quantum mechanics where the pure global state
exists as the multiverse of classical realms corresponding to the collapsed state [Sch(4]. This
pure state may not exist in reality according to the Copenhagen Interpretation, because Alice
and Bob should be in one of N situations, provided a collapsed state |i) , |7) 5 [1i(D)) 45 With
the corresponding probabilities py(i), i.e. we are provided instead a statistical ensemble
{po(4), [2) 4 1) 5 190 (D)) 4 }-

In that case, Alice’s average cheating possibility over all occurrence of exchanged
classical messages can be measured by

N
Z VPo(@)pr ()] ($i(0)] (i Uald) [4i(1)) | = [ (T(0)| Ua|¥(1))]
>1—e€

We see that these collapsed states are the same as |1 ,) in Mayers’ version for 7 = .
The above average cheating possibility of Alice suggests to extended the average concealment
for the protocol from Mayers’ individual collapsed protocols as

CONC' = Z po(7)p1(7) Fy
v

Of course, if we could measure the average concealment as

CHEAT' =" \/po(1)p1(7)| (0.
v
= Z po(Y)p1 (1) Fy

UA,WW’L"/) \
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Moreover, as a standard, the concealment can be measured by

CONC =F (Zpo(V)Pf(O)a Zm(v)ﬂf(l)> :

Normally CHEAT' < CONC ([NC04] - theorem 9.7), but as Bob keeps a record of clas-
sical message v in his quantum state pff(b) the two measures of concealment are identical
CONC' = CONC and then CHEAT' = CONC.

Logically, we are allowed to reduce this three-party model to a pure quantum two-
party model by making |i) ,, disappear as this is only a redundant copy of |i) , |i) 5. However,
this reduced pure quantum two-party model only emulates the real protocols logically, not
physically. The reduction could not so be evident without a physical interpretation.

7.1.3 Summary

Classical channel’s dices

Figure 7.5: The global purified model

In summary, the global purified model which was obtained by the purification of local
random variables, cf. Eq. (Z3), and exchanged classical messages, cf. Eq. (L), can be
illustrated as in Figure which describes the configuration of the protocol at any given
moment. This configuration is in a pure state:

W) =Y ook i) 1K) app D), 1) b, Vkid) an

k.i,j

The execution of the protocol is a sequence of deterministic unitary transitions between
successive configurations. It is a parallel execution of many honest schemes. For instance,
the real configuration of the protocol corresponding to Alice’s private outcome 7, Bob’s private
outcome j and exchanged classical message k is represented by the bold line in the figure.

As Alice and Bob have the possibility to keep their dices in their quantum machines,
we would throw D4 to A and Dp to B and the no-go theorem is applied to the model as
analyzed above.
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Note that, if the purification of local variables |i) and |j) is really possible as Alice’s
and Bob’s throw the private dices D 4, D to their quantum machines, the purification of ex-
changed classical messages |k) is more abstract. It is a quantum parallelism of collapsed coun-
terparts corresponding to exchanged classical messages as in Mayers’ interpretation [May97]:
the configuration corresponding to the classical message k lies in the region marked by the
dot line in Figure

Nevertheless, this global purification describes the real execution of a protocol if the
Nature follows the theory of Decoherence and Many Worlds Interpretation. In any way, it is
a convenient model for analyzing the average values of concealment and binding of general
protocols with classical communications.

7.2 Extensions of the No-go Theorems

We fall into the same situation as in the classical world since classical protocols were also
impossible. We could be satisfied to use a trusted third party for unconditionally secure
computations. It is trivial when we have a trusted third party for implementing these pro-
tocols. For instance, in an oblivious transfer protocol, Alice sends by, by and Bob sends ¢ to
Trent who is honest; Trent sends b. to Bob. We call this as a trusted two-party oracle model,
i.e. we construct a trusted two-party circuit for any desired computation, with some inputs
from Alice and Bob, and some outputs back to Alice and Bob. The execution time of the
computation done by the oracle is an elementary unit, and we can consider as it immediately
returns the results to the participants.

In this Section, we present an extension of the impossibility of quantum bit commit-
ment and oblivious transfer for some particular two-party oracle models.

7.2.1 Short-Term Oracle

Definition 7.1. We define a Short-Term Oracle (ST-0) as a trusted two-party oracle that
implements any specified algorithm, using some local variables. At the end of the computation,
the oracle splits all the final values of all variables, including local one, and sends back one
part to Alice, one part to Bob.

For instance, a simple classical circuit for oblivious transfer with 2 input wires from
Alice for {bg,b1}4, 2 input wires from Bob for {c,z}p, is built with logic gates for the
transition

{bo, b1} afe, 0t — {bo. b1} afc.betn (7.10)

and redirects output wires A to Alice, B to Bob. The input wire initialized to 0 is for Bob
storing the received bit.

A quantum ST-O is illustrated as in Figure it receives quantum signal for inputs
from Alice and Bob; initializes necessary local variables to |0); applied the required compu-
tation to these inputs; and at the end splits all of the outputs, including the local variables,
into two parts, redirects one part to Alice, and one part to Bob.

We can extend the no-go theorems to a more general quantum quantum based on

ST-0O:
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Alice’s input Bob’s input

NN i B/

N NN

|

|
Alice’s result : Bob’s result
|

Figure 7.6: The quantum Short-Term Oracle

Theorem 7.1 (Extension of no-go theorems). We cannot build secure Quantum bit commit-
ment, oblivious transfer protocol based quantum ST-0Os.

Proof. (Sketch). In fact, when the oracle uses only pure states as local input, and immediately,
splits and sends all of the qubits that participate to the computations to Alice and Bob,
the global state at any considered moment is in some known pure state, according to the
algorithm, in a two-party space relating only Alice and Bob sides. Therefore, the no-go
theorems remain valid.

For example, we prove the impossibility of one-sided secure computation. As shown in
Section [l the average of security and cheating possibility of general protocols with random
variables, secrets variables, and classical communications, could be analyzed in a deterministic
purified model. It is then sufficient to prove the theorem for this reduced model.

We start with Eq. (4)). Attaching a pure state |0) 4, 5/, locally prepared by the oracle,
the initial state is

1 . . .
[W)in = 7= D) @104 @ 131) 5 © 0
7

At the end of the computation, with help of the oracle, the combined system is in state
1 . . .
vj1) = 7 2; ) p @U(li) 4 @ |71) g ® [0) arppr)

where system A’ is set to A, system B’ is set to B after the split. Therefore, the remaining
arguments of Lo’s proofs can be followed, cf. Section EEZTl O

90



7.2. Extensions of the No-go Theorems

7.2.2 Trivial Oracle Model

In our interpretation of MLC nogo theorems, we discovered that quantum bit commitment
and oblivious transfer are impossible even with the presence of an uncontrollable third party
systems such as the macroscopic channel. The macroscopic channel for Alice and Bob com-
municating classical information plays the role of an trusted oracle which publicly measures
the quantum states in Alice and Bob machines. The measurements for making classical mes-
sages are indeed non information-erasing in the joint view of Alice and Bob. We can extend
the no-go theorems to quantum protocols based on such trivial oracle.

Definition 7.2. We define a Quantum Trivial Oracle as a trusted two-party oracle which
can implement the computation of any two-party function. The oracle can be coupled with
an environment quantum system O uncontrollable by Alice and Bob. The oracle does any
measurement in public, i.e whenever the oracle throws some information to O, it makes two
copies of the information, and sends one to Alice, one to Bob.

Then, more generally:

Theorem 7.2 (Extension of no-go theorems). We cannot build secure Quantum bit commit-
ment, oblivious transfer protocol based on Quantum Trivial Oracles.

For the sketch, we can throw all of systems in O to the global third party environment
Ex, then the global configuration of any protocol based on trivial oracles at any moment is
of the same form as Eq. ([Z3):

N
V) = Z Voo(0) 1) i [1) a 10) g [9i) (7.11)

In this three-party model involving Alice’s machine, Bob’s machine and the systems in Fx,
at any time the global state of a protocol can be described by the form as in Eq. ([ZI]), and
thus

e The systems in Ex do not hide information from Bob in a bit commitment scheme. It
could be then seen as a two-party model H 4 ® (Hr« @ Hp) where Hp, ® Hp is for what
Bob can learn about Alice’s secret and H 4 is for what Alice can fully control to cheat.

e The systems in Ex do not hide information from Alice in an oblivious transfer scheme.
It could be then seen as a two-party model (Ha ® Hpy) ® Hp where Ha ® Hp, is for
what Alice can learn about Bob’s secret and Hp is for what Alice can fully control to
cheat.

7.2.3 A case-study

Let verify a quantum ST-O for implementing oblivious transfer protocol with some familiar
quantum gates.
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Inspired from Bennett et al. [BDSW96], we use the notations:

00) = |@+) = (j00) + [11))/v2,
01) = |@-) = (j00) — [11))/v2,
10) = |w+) = (J01) + [10)/v2,
1) = %) = (j01) -~ [10))/V2:

Our ST-O uses three local qubits. The first and the second local qubits are prepared
in entangled state ‘(ﬁ)> The third qubit is initialized to |0).

Let by, b1 be the two bits that Alice want to send and ¢ be Bob’s choice. The trusted
party does a controlled 7 rotation Ry, on the first qubit, according to by, by:

Roo = I, Ryy = 0,, Rig = 04, R11 = 0y-

The first and second qubits are obtained in state ‘bfg\b/l> Next, in case ¢ = 1 the trusted
party applies the bilateral 7/2 rotation By to the first and second qubits [BDSW36]:

(ﬁ)> —B, (ﬁ)>,
i) s, |10)
ﬁ)> 5, 0~1>,
1), |1)-

The trusted party applies then the CNOT gates computing the parity of the first and the
second qubits and the target is the third qubit. Then, the trusted party undoes the rotation
B, controlled by ¢ and the bilateral rotation Ry ;,. The computation done by the ST-O is a
quantum circuit acting on 6 qubits: two for Alice’s inputs, three for the local qubits, one for
Bob’s input. Finally the ST-O splits the outputs ends back the two first qubits to Alice and
four last qubits to Bob, cf. Figure 71

Simply speaking, if Alice and Bob are subjected to send bg,by,c to T as classical
signals |bg) , |b1),|c) € {|0), 1)}, the quantum ST-O implements a O-OT gate:

1bob1) 4 ‘6()>T‘0>T‘C>B — Rygp, |bob1) 4 b0b1>T|0>T‘C>B
By [bob1) 4 bcbl*@>T\0)T\C>B

e~

—onoTs  |bobi) 4 bcb1—c>T be)p |€) g

=Byt [obr) 4 |00) 16} I}

_>spl7lt |b0b]>A 6() B
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Ry,

| L] ®

‘(D_")T R, By

0) N ¢ ;
T NN

) s ®

Bob

Figure 7.7: A Short-term Oracle for O-OT protocol

In case Alice and Bob communicate with ST-O via quantum channels, they can send quantum
inputs directly. Suppose that Alice prepares inputs as a superposition

£00) + J01) + [10) + |11)).

The global input state is then

im) = 3100} 4+ 101) 4 + 10} 4 + 11} 1) [§0)_ [0} Ie) -

If Bob sends |c¢) = |0) then the computation is

. 1
|zn> _>Rb0b1 5
1
—CNOTs B
1 -
_)BvabObl 5
1
_)splz't 5

If Bob sends |c¢) = |1) then the computation is

. 1
|zn> _>Rb0b1 5
1
—)By 5
1
—CNOTs )
1 -
By, Rygp, 21
1
_>spl7it 5
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100) (i)>T+ ‘01>A‘0~1>T+|10>A‘ﬁ)>T+|11>A‘1~1>T:
100)., (i)>T+\01>A ‘INO>T+|10>A ‘0~1>T+|11>A ‘ﬁ>T
1004 00) 107 +101),4 [10) 1)+ 10} 4 01), [0}
(100) 4 + (104 00), [0} + (101),4 + [11),0) |00, (1) ]

(100) 4 +110),4) [00) 10} + (101) + [11),) |00) 1) ] 11),5-

100, 00), +101),, [01) +]10) 4 |T0) (1), T1), ] o), [0),5
00,4 [00),10);:+[01) 4 G [0);. +[10) 4 T0) 1)+ (11,4 |T1)_[1);] 1005
(100) 4 +101) ) [00)_ [0} + (110),4 + [11) 1) [00)_11)7] 0)

(00) 4 +101),) [00) 10) 5+ (110)4 + 111),)[00) 11)5] 10}

0)¢11) 5
0)r 1)
1), [T1) 1)) D5
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The partial configurations are then

1 1 1 1
R i 0o 0
119 ¢ 4 [0 1 0 1
— 14 4 _ 4 4
Po — 1 1] P1 =11 1
00 1+ 4 0o 10
00 1 1 0 1 0 1%

We see that the reduced density matrices at Alice’s location are different for the two cases,
po # pit, and so ¢ is not secure against Alice. For instance, Alice can measure the first
and the second qubit with the projection ((00] — (01| + (10| — (11])/2, and has a nonzero
probability of getting a positive result when ¢ = 1.

bob), @ | ——  Alice

|[D+)

ST-O
Bob

Figure 7.8: Classical channels hiding information

We reconsider the case where Alice and Bob communicate with the ST-O via classical
channels. It is done as though the quantum channels are equipped with measurement devices
as in Figure The inputs will be measured and projected onto the computational basis.

Using the defined model for the classical channel, Alice sends her inputs through
CNOT gates whose targets are in the measurement machine M of the classical channel
between Alice and the ST-O. The output is entangled with M. In case Alice prepares any
superposition of inputs a |00) + b|01) 4+ ¢ |10) + d|1), the final states of the computations for
c=0and c=1 are

Jout) = (a]00) 4 00) 5, +b101) 4 01)5) | 00) 100 5+ (c]10) 4 [10) y + A [11) 4 [11)5) 00) [10)5.
jout) = (@]00) 4 [00) y; +b[10) 4 110),,) [00) 01) 5 + (¢101),4 [01) 5 + 1) 4 1)) [00) [11) .

The reduced matrices of three qubits at Alice location are gained by tracing out M part and
B part, and become

|a,\2 0 0 0
0 o2 0 0
B _ B _
Po = P1 = 0 0 ‘ ‘2 0

0 0 0 [d?

94



7.2. Extensions of the No-go Theorems

Thus, the protocol is secure against Alice. By the similar analysis, we see that the protocol is
secure against Bob cheating. In fact, the decoherence on the classical channel between Alice
and the ST-O creates an entanglement with the environment M which hides information
from Bob, while the decoherence on the classical channel between Bob and the ST-O creates
an entanglement with the environment M which hides information from Alice. The classical
channels do not public measurements any more.

7.2.4 Coin Flipping based protocols
As a corollary of Theorem [C2, we conclude that

Corollary 7.1. Coin Flipping based Quantum Bit Commitment and Quantum Oblivious
Transfer are impossible.

In [Ken99], Kent showed a similar result. In his paper, he established a relativist
model to implement coin flipping. With an assumed quantum trusted party, we made the
model more comprehensible from a non-relativist point of view.

Proof. In an indirect manner, we can state that coin flipping is weaker than bit commitment
and oblivious transfer. Indeed, we suppose that Alice and Bob have access to a ST-O that
creates a pair of qubits in Bell state |®+) = (|0) , [0) 5+ 1) 4 |1) 5)/V/2 and sends each part to
a user. With such a ST-O, Alice and Bob have a fair quantum coin that can realize classical
coin flipping: Alice and Bob measure |®+) in the same basis {|0),|1)} to share a random
bit. However, quantum bit commitment and oblivious transfer are not realizable with this
ST-0, as shown by Theorem

We make here a more direct proof for protocols based on classical coin flipping. Sup-
pose that Alice and Bob have access to a subroutine that can generate classical random coins
and send two copies to Alice and Bob. The classical coins is then an probabilistic ensemble
of [0) 4 10) 5 ,|1) 4 |1) 5 with probabilities 1/2,1/2:

p*? = (10408) (0405| + [1alp) (1415])/2

The coins can be represented by a pure state in an augmented model as though they are
entangled with a third-party system 7.

C) = V172(10) 4 0) 5 0y + [1) 4 [1) 5 1))

Suppose that a quantum protocol implemented between Alice and Bob requires Alice and Bob
to share random coins at some steps. Recall that just before the first call to the subroutine,
the quantum configuration of the protocol, realized by normal communication between Alice

and Bob, is in a state of the penalized form |¥) = 21]\; Vou() 12) i 19) 4 12) g |¥i) 4 cf. Eq.
([ZR). After receiving a coin, the configuration becomes

W) (C) = > pu(0)/21if) g, [i5) 4 i)  [9i) a
i=1..N,j=0..1

where T is thrown to Ex. We see that this formula is also of the penalized form, cf. Eq.
([CII). Therefore, by induction, with any successive unitary transformation on A, B ands
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request for random coins to the oracle, the global configuration of the protocol remains in the
penalized form. Therefore, quantum bit commitment and oblivious transfer based on coin
flipping are impossible.

To one who sticks to the Copenhagen Interpretation of quantum mechanics, the quan-
tum configuration of joint computation just before a request to the coin flipping subroutine
is a projected state |1;) 4 5 which is known to Alice and Bob according to the exchanged mes-
sages i. Now, the coin flipping subroutine provides either |0) , |0) 5 or |1) 4 |1) 5 with equal
probability. However, once the coins are provided, Alice and Bob know which coin they have,
and the global state is accordingly a known state [1;) 4,5 ® |0) 4 [0) g or |1);) 45 @ [1) 4 |1) 5.
And the no-go theorems can be applied to each of these collapsed pure states, as in Mayers’

proof [May97]. 0

7.3 Subjective Secrets and a Game on Secret Parameters 7

Recall that, in the augmented model purifying Bob’s private classical variables, Bob’s secret
variables are analyzed by assigning to them a probability distribution, c¢f. Eq. ([Z3]), normally
a flat distribution. But these variables are “subjectively” random, not “objectively” random
as in a measurement in Eq. ([Z4). We consider only the dices in Dp that purify these
“subjectively” random variables, and the dices purifying “objectively” random results of
measurements are thrown to B. D4 is also thrown to A as Alice keeps all of her dices in the
quantum machine. The computational configuration in Eq. ([Z3) is then

N
(WB) = D> VN [§)py, [95(0))
j=1

where N is the number of all possible values of Bob’s secret variables used in the computation.
The theorem for deterministic model assumes that we can find a unitary Uy4 for Alice cheating
with threshold 1 — e:

5 L 0) | Ualas (1)) > 1 — e (712)

J

However, in reality Bob is free to choose these variables, i.e. Bob can choose any
distribution over {1,..., N}. The configuration would be in a state

N
Wu(0) = VPuli) )by, [95(0)) 4
j=1

where w € Q C [0,1]" is for denoting the probability diffusion over {1,..., N} created by Bob.
Of course, for the security on Bob’s side, the protocol must hold

VwaF(pg(O)vpg(l)) 2 1- €,
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and then for each decision of Bob on w, Alice has a corresponding cheating unitary transfor-
mation Uy :

pr ‘UAw ( )H > ‘<‘Ilw(0)|UA,w|\IIw(l)>|

>1—e (7.13)

The question is: “Is there a protocol that is secure against Bob, but Alice can not find the
universal cheating unitary because of w?”

When the protocol is ideally secure, then the answer is No, because Alice’s transfor-
mation is universal, ¢f. Eq. (C1). For non-ideal case, inspired from [Lo97], we treat also two
following cases.

7.3.1 Casel: Ne=0k1

We see that, Alice’s cheating transformation for the flat distribution satisfies Eq. ([ZI2).
Therefore, for all secret value 7,

[($5(0)|Ualpi(1))] 21— Ne=1—-4

and then, for any distribution used by Bob, the Alice’s possibility of cheating is:

Eim) 0) Ualthj (1)) | > 1 — 4.

Cheung showed also a similar result [Che(6].

7.3.2 Case 2: ek 1< Ne

It may happen that, for any transformation Uy ,, for Alice, there exists a distribution w’ such
that Bob can detect Alice cheating with a significant probability

(P (0)|Unw [Wu(1)) |

< 3 VGGl 501U

< 1, (7.14)

in contrast to Eq. ([[CI3)). If such a protocol exists, satisfying both Eqs. ([CI3) and ([ZI4), we
are in a non stable game on Bob’s secret variables:

e If Alice fixes a transformation Uy, then Bob can choose an distribution w' to detect
Alice’s cheating with a significant probability, cf. Eq. (ZI4). There may be a collection
{w1,..,wy} for Bob.

e But, if Bob determines his distribution w’, Alice can find a cheating transformation
Ua . with high probability of not being detected by Bob, cf. Eq. ([ZI3]). Even if Bob
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uses a random collection of distribution {wy,..,wy}, Alice can treat it as a pure state
by considering that Bob’s introduce some extra dices t:

ZF\t ® 0., (0))
Z\/_\f ® 0., (1))

And as the protocol must be secure against Bob, i.e. F(tr4(|0) (0]),tra(|1)(1])) > 1—¢,
Alice can find an unitary U’ with the average of possibility of cheating

k
> <prt(j)/k> | (¥ () UAlp; (1)) [ > | (0] UA[1) |
i \i=1

>1—ce (7.15)

In fact, the Cheating transformation Uy . for w* being the mean distribution of wy, .., wy,
ie. pu«(j) = Zt 1 P, (4)/ k. satisfies Eq. (LI3) and can be used as U%.

Nevertheless, we do not know whether or not a quantum protocol exists for such a
non stable mental game on secret variables, satisfying that for all distribution w

e there exists a transformation U4 such that

pr O Uawldi(IN 21— e

e and for this U4, there exists a distribution w’ such that

vaw pw | % |UAw

(1)) ] < 1.

7.3.3 Summary

We see that in the case where Bob has a secret S for which Bob chooses the value from a set
{1,..., N}, Alice can assign to this variable a flat distribution, i.e. px (i) = 1/N, and emulate
the purified protocol to find a cheating unitary transformation as in Eq. (CI2). When it
requires that the concealment is ideal, then Alice’s cheating is universal for all values of Bob’s
secret.

However, we are normally in a non-ideal case where the concealment is permitted to
be measured by 1 — e with a negligible value of € > 0. Here, we say that the protocol is nearly
ideal if Ne < 0 < 1. In such a case Alice’s cheating transformation is also universal with
which Alice has a cheating possibility in order of 1—¢ for any choice of secret S. Nevertheless,
when the number of possible values of S is large in order of €, i.e. Ne > 1, then there will
be an open problem on the possibility of a non stable game on Bob’s choice of the secret.
The response to the question that whether such a game really exists should require further
consideration.
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7.4 Discussion on Irreversibility and Reversibility

The topics of reversible computation are mostly studied in relation with Landauer’s principle
of thermodynamical reversibility when resolving the paradox of “Maxell’s demon” about
whether an intelligent being could violate the second law of thermodynamics: the erasure of
one bit of information in a computational device is necessarily accompanied by a generation
of kT 1In2 heat [Lan61l Ben82] Bub0Tal Ben(3].

A remarkable result from Theorem [2is that, unconditionally secure oblivious transfer
and bit commitment can only be made with help of a trusted third party which hides some
information from Alice and Bob. Theorem implies that we have to have a trusted third
party which causes an logical erasure of information and so, similar to Maxell’s Demon,
generates heat, cf. Figure It is convenient to see that the third party has limited
resource, and if Alice and Bob invoke the request for many times, it begins to erase its
private memory by reset all to |0) or to overwrite its memory and thus generate heat.

Corollary 7.2 (Irreversibility of OT and BC). Any quantum implementation unconditionally
secure oblivious transfer and bit commitment requires erasure of information from the joint
views of Alice and Bob, and thus causes thermodynamical reversibility and leads dissipation
of heat to the environment.

It was shown that any logically reversible computation could be thermodynamically
reversible and implemented without heat dissipation, and vice versa, any thermodynamically
reversible computing process must be logically reversible [Ben82 [Ben(0]. Moreover, it was
shown that any computation could be logically reversible, by Turing machine model [Ben73]
or by logic circuit models [Tof80, [F'T82].

This result is intuitively conformed to the impossibility of implementation of oblivious
transfer and bit commitment, as the all of two-party protocols are logically invertible:

e In a classical protocol, Alice and Bob can do any local computation reversibly [Ben73,
for instance by using universal reversible gates instead of normal irreversible gates AND,
OR, ... [TofR0, [FT82]. Therefore, the joint computation is a reversible process over all
variables at Alice and Bob locations.

e In a quantum protocol, we expect that measurements will achieve some erasure of
information. However, Alice and Bob can keep all of computations at the quantum
level without measurement even the final measurements because in an ideal protocol,
the users should learn the results with certainty.

Then in the end of the protocols, Alice and Bob can make a copy of the results, and undo all
of the operations to reestablish the thermodynamical condition. So the impossibility of such
a non-erasing protocol for oblivious transfer and bit commitment is intuitive.

Of course, when the users deny this behavior by throwing private information then
the erasure appears and we have an oblivious transfer protocol. For instance, the private
measurements for making Alice’s and Bob’s private classical variables could lead to a logical
erasure of information, and therefore we can implement oblivious transfer by forcing Bob to

measure the quantum signals [Cré94] [Yao95].
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Obviously, it is not that the erasure of information is sufficient for implementing secure
computations. As analyzed in Section [[LT.2 the measurements for making classical messages
can be logically seen as unnecessarily copying some information to the external environment.
In real protocols, we make lot of unnecessary amplification of information to the environment
and cause unnecessary dissipation of heat.

Q&

Alice Bob

Figure 7.9: Secure two-party computations must be logically information-erasing?

A question is that: Are processes implementing unconditionally secure oblivious trans-
fer and bit commitment logically irreversible?

An intuitive response from Corollary [£2 is Yes. There are many positive symptoms
for this answer. For instance, in a general two-party quantum protocol with classical commu-
nication, the global process is then logically reversible, though physically irreversible as Alice
and Bob cannot control the external environment and then cannot implement bit commit-
ment and oblivious transfer. Implicitly, Rabin’s oblivious transfer is equivalent to a logical
erasure channel. Thus, any logical process that emulates Rabin OT would require the logical
erasure of information. And oblivious transfer may not be implemented by any logically
reversible computing process in the joint view of Alice and Bob.

However, it’s interesting to analyze the two-party oracle based protocols.

For protocol using quantum oracles, the response comes immediately from Corol-
lary L2l We see that quantum two-party oracle based protocols for oblivious transfer and bit
commitment required some entangled information, hidden or erased from the views of Alice
and Bob.

We realize surprisingly that we can build a classical oracle for oblivious transfer, and
so bit commitment, can be made with unitary transitions. Indeed, the oracle implementing
oblivious transfer can be made with a unitary one:

{bo, b1} a{c.x}p — {bo,b1}1{c, 2 ®b.}B

where z is an auxiliary input for Bob to store the received bit. This transition is one-to-one
and so there exists a reverse transition for it. Suppose that Alice and Bob send the inputs
to the oracle, get the outputs, make a copy of the result, and send the outputs to an other
oracle with the reverse transition which would reestablish the thermodynamical condition for
the first oracle. So, could Alice and Bob realize oblivious transfer and bit commitment for
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free, i.e. without dissipation of heat, by this way? Could classical world beats the quantum
one in this thermodynamical battle?

The response’d rather be no, because the ultimate laws of macroscopic behaviors are
governed by quantum theory. Here, we must assume that the classical oracle receives classical
signals and treat them by a unitary transformation. In other words, the classical oracle is
necessarily classical, acting in the classical world, not quantum superposition one.

However, a process is necessarily classical only if it is collapsed to the actual state of
the environment. From this quantum wview, a logical necessarily classical bit is necessarily
a binary state entangled with and amplified by the environment. As in our Case-Study, cf.
Section [LZ3] a classical oracle can be build from a quantum one if it observes by measuring
the signals. This observation leads some information to be stored somewhere in the memory
of the oracle, and must be therefore erased as in the quantum oracle.

7.5 Concluding Remarks

In summary, we have proposed a detailed interpretation of general quantum two-party proto-
cols where the execution is seen as a deterministic unitary evolution of a pure state covering
all quantum systems including Alice’s and Bob’s quantum dices purifying random variables
and local measurements, and environment’s dices when a macroscopic channel is used for
transmitting classical information.

Thus, the global state is a pure three-party state, not two-party state, where the
environment’s dices are not controllable by neither Alice nor Bob. However, this impurity
does not help to secure bit commitment and oblivious transfer protocols. Indeed, the three-
party state is in the form

N
V) aBEs = Z VPo(i) 1) g [1) 4 1) 5 [¥i) 4
i=1

Therefore, the environment does not hide information from Bob in a bit commitment protocol,
and from Alice in an oblivious transfer protocol. The state can be then seen as a two-party
one where Ex is given to the observer, while the other part can be fully controlled by the
cheater.

Obviously, secure two-party computations’ primitives can be trivially built with help
of a trusted third-party, considered as two-party oracles. However, we have shown that the no-
go theorems can also be applied to protocols that use trusted quantum oracles that compute
any two-party function for Alice and Bob but splits and redirects all output quantum states
to Alice and Bob, either without measurement at all or with public measurements i.e. the
measurements outcomes are known by Alice and Bob. Nevertheless, coin flipping belongs
to this class of trivial oracles. These works implied that two-party oracles for implementing
unconditionally secure computations are required to hide or erase information and considered
as dissipation of heat.

Once more, we have to be satisfied by the fact that the implementation of two-party se-
cure computation’s primitives can only be made with either conditional security that is based

on assumptions on the limitation of the computing model [DFSS05, [KKNY05, [CMEQOH], or
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with assumptions about trusted third-parties such as fair noisy communication media [Cré97]

CNWI].
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Chapter 8

Conclusion

In this thesis, we have investigated the construction of oblivious transfer, the central primitive
of secure two-party computations, in the frameworks of noisy models and quantum mechanical
models.

The first part of the thesis is inspired by the framework developed by Crepeau, Mo-
rozove et al. for building oblivious transfer as erasure models from noisy channels. We have
made a contribution to this framework with the introduction of Binary Symmetric Multi-
Error-Rate Channel which is a general erasure model intermediating between noisy channels
and oblivious transfer. Indeed, we can exploit a gap between a set of small error rates, as
good set, and a set of greater error rates, as bad set, of the BSMERC to efficiently build
oblivious transfer. This extended approach helps to make use of the probability distibution
of error rates for gaining a more efficient construction of oblvious transfer than the existing
ones based only on the gap between the minimal error rate as the best, and the other greater
error rates.

Moreover, we can go further to consider the construction of BSMERC from DMC:
what input pair x1,x9 of the DMC should be used for implementing oblvious transfer with
optimal efficiency? Here, 1, 79 would be selected for good distribution of error rates of the
BSMERC and for efficient verification of Alice honesty via statistical test [Mor(f].

However, this approach to such improvement of efficiency is ad-hoc and depends on
the probability distribution of error rates, cf. Chapter Bl An open problem is left for further
consideration of the optimal construction of oblivious transfer protocol from the BSMERC.
We are motivated to do further researches on the efficiency optimization in this framework.
Besides, we expect that, the consideration of this general intermediate model will be extended
to continuous error-rate set BSMERC and then to general noisy continuous alphabet channels.
It also requires further works to be investigated for quantitative analysis of implementation
of oblivious transfer from these continuous channels.

Relatedly to this framework of noisy models, we proposed a case-study on a quan-
tum nonorthogonal coding with two orthogonal pure quantum states, in comparison with
the largely exploited quantum conjugate coding. We exposed that the QNOC can be used
to emulate the desired noisy model. In each of such emulation scheme, we analyzed the ap-
plication of quantum coherent measurements for optimal parameters for the receiver. These
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analyses emphasize the precaution of quantum coherent attack for security parameters in
protocol-reduction schemes which combine existing protocols as subroutines to build others
protocols. We should consider the security parameters of composite protocol under quan-
tum coherent attacks which are realized on the global quantum system on adversary side.
However, the quantum coding is unfair because the sender can change the parameters of
the emulated noisy models. We could so implement only weak oblivious transfer with non-
ideal parameters. Nevertheless, while proposing a mechanism for forcing Alice to behave as
semi-honest, based on coin flipping and bit commitment subroutines, we presented also how
a quantum attack using two-party entanglement could be seen as quantum semi-honest but
not classically semi-honest. Thus, our proposal for coin-flipping based protocol is flawed and
the one for bit-commitment based protocol is secure.

The second part of this thesis is inspired by the no-go theorems of building quantum
oblivious transfer and bit commitment protocols, issued by Mayers and Lo-Chau [May97
[LCO7, [Lo97]. We proposed a reinterpretation of the quantum model for two-party protocols,
clarifying the problems of private classical variables and the communication of classical infor-
mation via a macroscopic channel. We exposed that the general model is indeed a three-party
system consisting of Alice’s machine, Bob’s machine and the environment systems coupled to
the classical channel. This protocol configuration is no more a pure two-party quantum state
to which the theorems referred. However, the theorems remain valid on this model. With
this faithful interpretation, we could extend the theorems to oracle based protocols with some
constraint features of the oracles to be used. We pointed out that if the quantum oracles
do not erase information then they cannot help to build quantum oblivious transfer and bit
commitment protocols. Thus, coin flipping cannot be used to build oblivious transfer or bit
commitment protocol.

With these generalizations, we state that, with two-party coins \/1/2(]040)+|1415))
and many-party coins \/W(\OAOBO___)—H 14151, )), unconditionally secure two-party bit com-
mitment and oblivious transfer remain impossible. Nevertheless, we can do many interesting
tasks with these coins: establishing secret key [BB84], reducing communication cost [BW92],
teleporting unknown quantum state [BBCT93], sharing secrets [HBBY9], anonymously trans-
mitting information [CW05], ...

Moreover, we could assert that unconditionally secure oblivious transfer is by defini-
tion an information-erasing process which can only be implemented with help of a trusted
third party with erasure of information, for instance noisy channels [Cré97, [CMW04]. This
result implied a dissipation of heat to the environment in implementations of uncondition-
ally secure two-party computations. Nevertheless, a classical protocol based on an oracle
can be logically reversible, and thus thermodynamically reversible [Ben73]. This absurdity
suggested that we have to reconsider what are necessarily classical information and compu-
tation. An information is necessarily classical only if it is entangled with and amplified by
the environment, and thus implicitly requires to be erased.

After all, this thesis has been primarily concerned with the physics of information and
computation, a new inspiring discipline for computer scientists and physicists.

“Information, after all, is something that is encoded in the state of a physical
system; a computation is something that can be carried out on an actual physically
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realizable device. So the study of information and computation should be linked
to the study of the underlying physical processes.” [Pre]

The formalism of computational processes in the physical framework becomes less ab-
stract than the classical one such as Turing machine. Indeed, any computation is a transition
from an initial state to a final state of a physical system, cf. Figure BIlon page Il This could
help us to remove the assumption about the computing model based on Turing’s abstract
machine. This physical-like formalism makes thus a firmer foundation for computer science.

Particularly, when the physical devices’ diameters attain the atomic scale, their be-
haviors should be quantum mechanical. The works at this interface of quantum physics and
information is promotive for both information processing and communication. It lets open
doors into fruitful new disciplines of Algorithmics, Computational Complexity, Comunication
Complexity, Information Theory, ... that would welcome an motivated reseachers.

105



Chapter 8. Conclusion

106



BIBLIOGRAPHY

Bibliography

[AvDK"04] D. Aharonov, W. van Dam, J. Kempe, Z. Landau, S. Lloyd, and O. Regev. Adia-

[BB8&4]

[BBB*92]

[BBC*93]

[BBCM95]

[BBCS92]

[BCILY3]

[BCMS97]

[BCvD]

[BDSW96]

batic quantum computation is equivalent to standard quantum computation. In
Proceedings of the 45th Annual IEEE Symposium on Foundations of Computer
Science - FOCS 04, pages 42 51, 2004.

C. H. Bennett and G. Brassard. Quantum cryptography: Public key distri-
bution and coin tossing. In Proceedings of IEEE International Conference on
Computers, Systems, and Signal Processing, Bangalore, India, pages 175-179.
IEEE Press, 1984.

C. H. Bennett, F. Bessette, G. Bassard, L. Salvail, and J. Smolin. Experimental
quantum cryptography. Journal of Cryptology, 5(1):3 — 28, 1992.

C. H. Bennett, G. Brassard, C. Crépeau, R. Jozsa, A. Peres, and W. K. Wootters.
Teleporting an unknown quantum state via dual classical and Einstein-Podolsky-
Rosen channels. Phys. Rev. Lett., 70:1895-1899, 1993.

C. H. Bennett, G. Brassard, C. Crépeau, and U. M. Maurer. Generalized privacy
amplification. TEEE Transactions on Information Theory, 41(6):1915 — 1923,
1995.

C. H. Bennett, G. Brassard, C. Crépeau, and M. H. Skubiszewska. Practi-
cal quantum oblivious transfer. In Proceedings of Advances in Cryptology -
CRYPTO’91, volume 576, pages 362 371, 1992.

G. Brassard, C. Crépeau, R. Jozsa, and D. Langlois. A quantum bit commitment
scheme provably unbreakable by both parties. In Proceedings of the 34th Annual
IEEE Symposium on Foundations of Computer Science, pages 362 371, 1993.

G. Brassard, C. Crépeau, D. Mayers, and L. Salvail. A brief review on the
impossibility of quantum bit commitment, 1997, quant-ph/9712023.

H. Buhrman, R. Cleve, and W. van Dam. Quantum entanglement and commu-
nication complexity. SIAM Journal on Computing, 30:1829 — 1841.

C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and W. K. Wootters. Mixed-
state entanglement and quantum error correction. Phys. Rev. A, 54:3824 3851,
1996, quant-ph/9604024.

107



BIBLIOGRAPHY

Bel64]
[Ben73]

[Ben82]

[Ben92]

[Ben00]

[Ben03]

[BFO5]

[BMS96]

(BS9S]

[Bub01a]

[Bub01b]

[Bus97]

[BW92]

[CBHO3]

[Che03]

J. S. Bell. On the Einstein-Podolsky-Rosen paradox. Physics, 1:195, 1964.

C. H. Bennett. Logical reversibility of computation. IBM Journal of Research
and Development, 17:525 — 532, 1973.

C. H. Bennett. The thermodynamics of computation? a review. International
Journal of Theoretical Physics, 21:905 — 940, 1982.

C. H. Bennett. Quantum cryptography using any two nonorthogonal states.
Phys. Rev. Lett., 68(21):3121 3124, 1992.

C. H. Bennett. Notes on the history of reversible computation. IBM Journal of
Research and Development, 44:270 — 277, 2000.

C. H. Bennett. Notes on Landauer’s principle, reversible computation, and
Maxwell’'s demon. Studies in the History and Philosophy of Modern Physics,
34:501 510, 2003.

G. Brassard and C. A. Fuchs. Quantum foundations in the light of quantum
cryptography, 2005. Invited talk at Quantum Physics of Nature & 6th European
QIPC Workshop, Vienna, Austria.

C. H. Bennett, T. Mor, and J. A. Smolin. The parity bit in quantum cryptog-
raphy. Phys. Rev. A, 54:2675 2684, 1996, quant-ph/9604040.

C. H. Bennett and P. W. Shor. Quantum information theory. IEEE Transactions
on Information Theory, 44(6):2724 — 2742, 1998.

J. Bub. Maxell’s demon and the thermodynamics of computation. Studies
in the History and Philosophy of Modern Physics, 32:569 579, 2001, quant-
ph/0203017.

J. Bub. The quantum bit commitment theorem. Foundations of Physics,
31(5):735-756, 2001, quant-ph/0007090.

P. Busch. Is the quantum state (an) observable? In Potentiality, Entanglement
and Passion-At-A-Distance: Quantum Mechanical Studies for Abner Shimony,
page 61. Kluwer Academic Pub, 1997, quant-ph/9604014.

C. H. Bennett and S. J. Wiesner. Communication via one-and-two-particle op-
erators on Einstein-Podolsky-Rosen states. Phys. Rev. Lett., 69(20):2881 2884,
1992.

R. Clifton, J. Bub, and H. Halvorson. Characterizing quantum theory in terms of
information-theoretic constraints. Foundations of Physics, 33:1561-1591, 2003,
quant-ph/0211089.

C.-Y. Cheung. Quantum bit commitment can be unconditionally secure, 2003,
quant-ph/0112120v3.

108



BIBLIOGRAPHY

[Che05]

[Che06]

[CK88]

[CMW04]

[Cré88|

[Cré89]

[Cré90)]

[Cré94]

[Cré97]

[CT91]

[CW77]

[CWO05]

[Dan06]

[Dan07]

C.-Y. Cheung. Secret parameters in quantum bit commitment. In Proceedings
of ERATO Conference on Quantum Information Science - EQIS’05 (Poster),
2005, quant-ph/0508180.

C.-Y. Cheung. Insecurity of quantum bit commitment with secret parameters,
2006, quant-ph/0601206.

C. Crépeau and Joe Kilian. Achieving oblivious transfer using weakened se-
curity assumptions. In Proceedings of the 29th Annual IEEE Symposium on
Foundations of Computer Science, pages 42 — 52, 1988.

C. Crépeau, K. Morozov, and S. Wolf. Efficient unconditional oblivious transfer
from almost any noisy channel. In Proceedings of Fourth Conference on Security
in Communication Networks - SCN’0/, pages 47-59, 2004.

C. Crépeau. Equivalence between two flavours of oblivious transfers. In Pro-
ceedings of Advances in Cryptography - Crypto’87, volume 293, pages 350 — 354,
1988.

C. Crépeau. Verifiable disclosure of secrets and applications. In Proceedings of
Advances in Cryptology - EUROCRYPT’89, pages 181 191, 1989.

C. Crépeau. Correct and Private Reductions among Oblivious Transfers. PhD
thesis, Massachusetts Institute of Technology, 1990.

C. Crépeau. Quantum oblivious transfer.  Journal of Modern Physics,
41(12):2445 — 2454, 1994.

C. Crépeau. Efficient cryptographic protocols based on noisy channels. In Pro-
ceedings of Advances in Cryptology - EUROCRYPT’97, pages 306-317, 1997.

T. M. Cover and J. A. Thomas. Elements of Information Theory. John Wiley,
1991.

J. L. Carter and M. N. Wegman. Universal classes of hash functions. In Proceed-
ings of the 9th Annual ACM Symposium on Theory of Computing - STOC’77,
pages 106-112, 1977.

M. Christandl and S. Wehner. Quantum anonymous transmissions. In Pro-
ceedings of Advances in Cryptology - ASIACRYPT 05, pages 217 235, 2005,
quant-ph/0409201.

M.-D. Dang. More extensions of weak oblivious transfer. In Marc Bui, editor,
Proceedings of IEEE International Conference on Computer Science, RIVFEF -
RIVF’06, pages 40 44, Ho Chi Minh City, Vietnam, 2006.

M.-D. Dang. Improving unconditional oblivious transfer from noisy channels.
To appear in the Proceedings of The 6th WSEAS International Conference on
Information Security and Privacy (ISP’07), 2007.

109



BIBLIOGRAPHY

[Deul]

[DFSS05]

[DHT76]

[Die8s]

[DKS99]

[dKSWO6]

[dW02]

[EGL85]

[Eke91]

[EPR35]

[FGGSO00]

[FT82]

[Fuc95]

[FvdG99]

D. Deutsch. Lectures on quantum computation at the Center of
Quantum Computation, University of Oxford. Videos awvailable at
http://cam.qubit.org/video_lectures/lectures.php.

I. B. Damgard, S. Fehr, L. Salvail, and C. Schaffner. Cryptography in the
bounded quantum-storage model. In Proceedings of the 46th Annual IEEE Sym-
posium on Foundations of Computer Science - FOCS 05, pages 449 458, 2005,
quant-ph/0508222.

W. Diffie and M. E. Hellman. New directions in cryptography. IEEE Transac-
tions on Information Theory, 1T-22:644 — 654, 1976.

D. Dieks. Overlap and distinguishability of quantum states. Physics Letters A,
126:303-307, 1988.

I. B. Damgard, J. Kilian, and L. Salvail. On the (im)possibility of basing obliv-
ious transfer and bit commitment on weakened security assumtions. In Proceed-
ings of Advances in Cryptology - EUROCRYPT’99, pages 56-73, 1999.

G. M. d’Ariano, D. Kretschmann, D. Schlingmann, and R. F. Werner. Quan-
tum bit commitment revisited: the possible and the impossible, 2006, quant-
ph/0605224.

R. de Wolf. Quantum communication and complexity. Theoretical Computer
Science, 287(1, Natural computing):337 353, 2002.

S. Even, O. Goldreich, and A. Lempel. A randomized protocol for signing con-
tracts. Communications of the ACM, 28(6):637 647, 1985.

A. Ekert. Quantum cryptography based on Bell’'s theorem. Phys. Rev. Lelt.,
67(6):661 — 663, 1991.

A. Einstein, B. Podolsky, and N. Rosen. Can quantum-mechanical description
of physical reality be considered complete? Physical Review, 47:777 — 780, 1935.

E. Farhi, J. Goldstone, S. Gutmann, and M. Sipser. Quantum computation by
adiabatic evolution. Technical report, MIT, 2000.

E. Fredkin and T. Toffoli. Conservative logic. International Journal of Theorel-
ical Physics, 21:219 — 253, 1982.

C. A. Fuchs. Distinguishability and Accessible Information in Quantum Theory.
PhD thesis, University of New Mexico, USA, 1995, quant-ph/9601020.

C. A. Fuchs and J. van de Graaf. Cryptographic distinguishability measures
for quantum mechanical states. IEEE Transactions on Information Theory,
45(4):1216 — 1227, 1999, quant-ph/9712042.

110



BIBLIOGRAPHY

[GLOO]

[Gol01]

[Gol04]

[Gri04]

[Gro96]

[HBBYY]

[HIW93]

[HMUO1]

[Iva87]

[JAW*00]

[J0z94]

(1595

[Ken99]

[Ker83]

[Kilg8]

[Kit02]

D. Gottesman and H.-K. Lo. From quantum cheating to quantum security.
Physics Today, 53(11):22, 2000, quant-ph/0111100.

O. Goldreich. Foundations of Cryptography - Volume I: Basic Tools. Cambridge
University Press, 2001.

0. Goldreich. Foundations of Cryptography - Volume II: Basic Applications.
Cambridge University Press, 2004.

D. J. Griffiths. Introduction to Quantum Mechanics. Prentice Hall, 2rd edition,
2004.

L. K. Grover. A fast quantum mechanical algorithm for database search. In
Proceedings of the 28th annual ACM Symposium on Theory of computing -
STOC 96, pages 212 219, 1996.

M. Hillery, V. Buzek, and A. Berthiaume. Quantum secret sharing. Phys. Rev.
A, 59(3):1829 1834, 1999, quant-ph/9806063.

L. P. Hughston, R. Jozsa, and W. K. Wootters. A complete classification of
quantum ensembles having a given density matrix. Phys. Rev. A, 183:14-18,
1993.

J. E. Hopcroft, R. Motwani, and J. D. Ullman. Introduction to Automata Theory,
Languages, and Computation. Addison-Wesley, 2001.

I. D. Ivanovic. How to differentiate between non-orthogonal states. Physics
Letters A, 123:257-259, 1987.

Thomas Jennewein, Ulrich Achleitner, Gregor Weihs, Harald Weinfurter, and
Anton Zeilinger. A fast and compact quantum random number generator. Review
of Scientific Instruments, 71:1675 1680, 2000.

R. Jozsa. Fidelity for mixed quantum states. J. Mod. Opt., 41:2315 2323, 1994.

G. Jaeger and A. Shimony. Optimal distinction between two non orthogonal
quantum states. Physics Letters A, 197:83 87, 1995.

A. Kent. Coin tossing is strictly weaker than bit commitment. Phys. Rev. Lelt.,
83:5382, 1999, quant-ph/9810067.

A. Kerckhoffs. La cryptographie militaire. Journal des sciences militaires, 9:5
83, 1883.

J. Kilian. Founding cryptography on oblivious transfer. In Proceedings of the
20th Annual ACM Symposium on Theory of Computing, pages 20 31, 1988.

A. Kitaev. Quantum coin-flipping. Talk at QIP 2003. Slides and
videos available at http://www.msri.org/publications/In/msri/2002/qip/kit-
aev/1/index.html, 2002.

111



BIBLIOGRAPHY

[KKNYO5]

[KMO1]

[Kre95]

[Lan61]

[LC97]

[LCYS

[LCYY]

[LMF06]

[Lo97]

[Mau93]

[May96]

[May97]

[Mor05]

[MS77]

INCO4]

A. Kawachi, T. Koshiba, H. Nishimura, and T. Yamakami. Computational
indistinguishability between quantum states and its cryptographic application.
In Proceedings of Advances in Cryptology - EUROCRYPT’05, pages 268 284,
2005.

V. Korjik and K. Morozov. Generalized oblivious transfer protocols based on
noisy channels. In Proceedings of the International Workshop on Information
Assurance in Computer Networks - MMM-ACNS 01, pages 219-229, London,
UK, 2001. Springer-Verlag.

I. Kremer. Quantum communication. Master’s thesis, Computer Science De-
partment, The Hebrew University of Jerusalem, 1995.

R. Landauer. Dissipation and heat generation in the computing process. IBM
Journal of Research and Development, 5:183 — 191, 1961.

H. K. Lo and H. F. Chau. Is quantum bit commitment really possible ? Phys.
Rev. Lett., 78:3410 3413, 1997.

H. K. Lo and H. F. Chau. Why quantum bit commitment and ideal quantum
coin tossing are impossible. Physica D., 120:177 187, 1998, quant-ph/9711065.

H. K. Lo and H. Chau. Unconditional security of quantum key distribution over
arbitrarily long distances. Science, 283:2050-2056, 1999, quant-ph/9803006.

X. Lu, Z. Ma, and D.-G. Feng. A computationally secure quantum oblivious
transfer scheme. In The 8th International Conference in Advanced Communica-
tion Technology - ICACT 2006, volume 3, pages 1547 1551, 2006.

H. K. Lo. Insecurity of quantum secure computations. Phys. Rev. A, 56(2):1154
1162, 1997, quant-ph/9512026.

U. M. Maurer. Secret key agreement by public discussion from common infor-
mation. IEEE Transactions on Information Theory, 39:733, 1993.

D. Mayers. The trouble with quantum bit commitment, 1996, quant-ph/0603015.

D. Mayers. Unconditionally secure quantum bit commitment is impossible. Phys.
Rew. Lett., 78:3414 — 3417, 1997.

K. Morozov. On cryptographic primitives based on noisy channels. PhD thesis,
Department of Computer Science, University of Aarhus, Denmark, 2005.

F. J. MacWilliams and N. J. A. Sloane. The Theory of Error-Correcting Codes.
North-Holland, 1977.

M. A. Nielsen and I. L. Chuang. Quantum Computation and Quantum Infor-
mation. Cambridge University Press, 2004.

112



BIBLIOGRAPHY

[Nie03]

[Per88]

[Per(2]

[PQCO6]

[Pre]

[Rab81]

[RBO1]

[Rol04]

[Sch04]

[Sha48]

[Sha49]

[Sho94]

[SPOO]

[Sti95]

[SvDO0]

[SW02]

M. A. Nielsen. Universal quantum computation using only projective measure-
ment, quantum memory, and preparation of the 0 state. Phys. Lett. A, 308:96—
100, 2003.

A. Peres. How to differentiate between non-orthogonal states. Physics Letters
A, 128:19, 1988.

A. Peres. Quantum Theory: Concepts and Methods. Kluwer Academic Publish-
ers, 2002.

International Workshop on Post-Quantum Cryptography - PQCrypto 2006, 2006.

J. Preskill. Lecture notes of caltech course on quantum information
and quantum computation.  Awailable at http://www.theory.caltech.edu/-
people/preskill /ph229/.

M. O. Rabin. How to exchange secrets by oblivious transfer. Technical report
TR-81, Aiken Computation Laboratory, Harvard University, 1981.

R. Raussendorf and H. J. Briegel. A one-way quantum computer. Phys. Rev.
Lett., 86(22):5188 5191, 2001.

J. Roland. Adiabatic Quantum Computation. PhD thesis, Universite Libre de
Bruxelles, 2004.

M. Schlosshauer. Decoherence, the measurement problem, and interpretations of
quantum mechanics. Rev. Mod. Phys., 76:1267 1305, 2004, quant-ph/0312059.

C. E. Shannon. A mathematical theory of communication. Bell System Technical
Journal, 27:379 423, 1948.

C. E. Shannon. Communication theory of secrecy systems. Bell System Technical
Journal, 28-4:656 715, 1949.

P. W. Shor. Polynomial-time algorithms for prime factorization and discrete
logarithms on a quantum computer. STAM Journal on Computing, 26(5):1484
1509, 1994.

P. W. Shor and J. Preskill. Simple proof of security of the BB84 quantum key
distribution protocol. Phys. Rev. Lett., 85:441 — 444, 2000, quant-ph/0003004.

D. R. Stinson. Cryptography - Theory and Practice. CRC Press, 1995.

A. M. Steane and W. van Dam. Physicists triumph at “guess my number”.
Physics Today, 53:35 39, 2000.

D. Stebila and S. Wolf. Efficient oblivious transfer from any non-trivial binary-
symmetric channel. In Proceedings of 2002 IEEE International Symposium on
Information Theory - ISIT 02, page 293, 2002.

113



BIBLIOGRAPHY

[TBZGYS]

[Tof80]

[VDMV01]

[Wat99]

[Wie83]

[WynT5]

[WZ82]

[Yao86]

[Yao95]

[Yue97]

[Yue00]

[Yue02]

[Yue04]

[Zur91]

W. Tittel, J. Brendel, H. Zbinden, and N. Gisin. Violation of Bell inequalities
by photons more than 10 km apart. Phys. Rev. Lett., 81:3563 — 3566, 1998,
quant-ph/9806043.

T. Toffoli. Reversible computing. In Proceedings of the 7th Colloquium on Au-
tomata, Languages and Programming, pages 632 — 644, 1980. adapted and con-
densed version of MIT Technical Report MIT/LCS/TM-151.

W. van Dam, M. Mosca, and U. Vazirani. How powerful is adiabatic quan-
tum computation? In Proceedings of the /2nd Annual IEEE Symposium on
Foundations of Computer Science - FOCS 01, pages 279 287, 2001.

J. Watrous. PSPACE has constant-round quantum interactive proof systems. In
Proceedings of the 40th Annual IEEE Symposium on Foundations of Computer
Science - FOCS’99, pages 112-119, 1999.

S. Wiesner. Conjugate coding. ACM SIGACT News, 15(1):78 88, 1983. original
manuscript written circa 1970.

Aaron D. Wyner. The wire-tap channel. Bell System Technical Journal, 54:1355—
1387, 1975.

W. K. Wootters and W. H. Zurek. A single quantum cannot be cloned. Nature,
299:802 — 803, 1982.

A. C.-C. Yao. How to generate and exchange secrets. In Proceedings of the 27th
Annual IEEE Symposium on Foundations of Computer Science, pages 162 — 167,
1986.

A. C.-C. Yao. Security of quantum protocols against coherent measurements.
In Proceedings of the 27th Annual ACM Symposium on Theory of Computing -
STOC 95, pages 67 75, 1995.

H. P. Yuen. Quantum information theory, the entropy bound, and mathemat-
ical rigor in physics. In O. Hirota, A. S. Holevo, and C. M. Caves, editors,
Quantum Communication, Computing, and Measurement, pages 17-23. Plenum
Press, Newyork, 1997.

H. P. Yuen. Unconditionally secure quantum bit commitment is possible, 2000,
quant-ph/0006109, v7.

H. P. Yuen. Quantum bit commitment and unconditional security, 2002, quant-
ph/0207089v3.

H. P. Yuen. How to build unconditionally secure quantum bit commitment
protocols, 2004, quant-ph/0305144v3.

W. H. Zurek. Decohenrence and the transition from quantum to classical. Physics
Today, 44:36 44, 1991, quant-ph/0306072.

114



