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ABSTRACT
This paper investigates the joint use of interferometric SAR
and optical data for 3D reconstruction. A framework for
phase filtering constrained by the discontinuities of the op-
tical image is presented. First, both the amplitude and the
interferometric phase are projected in a 3D coordinate sys-
tem. The problem is then expressed as the regularization of
the amplitude and phase images with the introduction as prior
knowledge of the edges detected on the optical image. We
define the regularized elevation in the framework of Markov
random fields (MRF) and derive a smoothness prior that both
preserves sharp boundaries (based on total variation mini-
mization) and is driven by the structures present in the optical
image. We apply a recent graph-cut based algorithm to per-
form fast regularization of the elevation field. First results on
a real pair of optical and InSAR images are presented.

Index Terms— Synthetic aperture radar, minimization
methods, speckle

1. INTRODUCTION

Optical and synthetic aperture radar (SAR) images convey
different yet complementary information on urban scenes.
Methods for optical and SAR amplitude fusion have been
very recently compared in the context of the 2007 Data Fu-
sion Contest organized by the IEEE Geoscience and Remote
Sensing Data Fusion Technical Committee [1]. We consider
in this article the problem of fusion for 3D reconstruction in
urban areas from high resolution optical and interferometric
(InSAR) images. The phase difference of the InSAR data
provides a dense map of heights. This map is however too
noisy (due to speckle) to be directly used as a 3D model. It
also suffers from holes in the shadow areas since the height
can not be measured there. The height map must therefore be
denoised and even extrapolated in the shadow areas. Special
attention has to be given to edge preservation since man-built
structures in urban areas (e.g. walls) exhibit height disconti-
nuities. The optical image gives information on the shape (i.e.
boundary) of structures. The fusion of this information with
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the InSAR image is however very challenging. We describe
here an attempt to use both images to built a regularized 3D
model with a low-level (pixel based) approach.

To perform edge-preserving denoising while dealing with
missing data in the shadow areas, a markov random field
(MRF) regularization approach is used. Total variation [2]
is chosen as smoothing prior. This prior has been widely
used since it has provable edge-preserving properties (see
for example [3] for a review of total variation properties and
applications). The MRF framework provides a natural way
to introduce the optical and SAR amplitude edge data. We
describe two options to introduce these data in the height
regularization method: i) extend the height regularization
to joint regularization of height, SAR amplitude and optical
radiometry; ii) introduce edge information extracted from
the optical/SAR images as priors. The regularization is per-
formed through a minimization procedure. We describe an
algorithm based on minimum cuts computed on a weighted
graph. The motivation for using a graph-cut algorithm is
two-fold: it is fast and its combinatorial nature fits well mini-
mization problems involving non-convex energies.

The article is structured as follows. We first give an
overview of the suggested method for InSAR/optical fusion.
Then we describe how the InSAR image is transformed into
a (noisy) height mesh. The height regularization model is
then set and the fast energy minimization algorithm used is
presented. First results on an excerpt of an InSAR and an
optical image of an industrial zone are discussed in the last
section.

2. DESCRIPTION OF THE METHOD

2.1. Overview of the method

The suggested method is summarized in figure 1. The main
steps, denoted with circled numbers on the figure, are the fol-
lowing:
The height map in the world coordinates is obtained by pro-
jection of the points from the radar image (steps 1-2). The
cloud of points is then triangulated (step 3). A valued graph
is then built with nodes corresponding to each of the points
in the cloud and values set using the SAR amplitude, height



Fig. 1. Scheme of the suggested method. The numbers correspond to the algorithm steps referred to in the text.

and the optical information (step 5). To ease the introduction
of optical information, the optical image is regularized prior
to graph construction (step 4). Once the graph is built, a reg-
ularized height mesh is computed by defining a Markov field
over the graph (step 6).

2.2. Preprocessing steps

Steps 1 to 4 are preprocessing steps required before the ac-
tual height regularization (steps 5-6). Before merging the In-
SAR and optical data to perform a 3D reconstruction, images
must be transformed into a common coordinate system. As-
suming the optical image is acquired at normal incidence, we
then have to project back the InSAR data from distance sam-
pling coordinates to 3D coordinates. Before projecting the
points from radar geometry to world coordinates, shadows
are detected (step 1) to prevent from projecting points with
unknown (i.e. random) height. This detection is made us-
ing the Markovian classification described in [4]. Points out-
side the shadows are then projected based on their interfer-
ometric phase and the radar acquisition parameters (step 2).
This gives a 3D cloud of points (x, y, z) in the world coor-
dinates. The projection of this cloud on a horizontal plane is
then triangulated with Delaunay algorithm to obtain a height
mesh (step 3). The height of each node of the obtained graph
can then be regularized (see next section). The optical im-
age is simplified using a geometry+texture decomposition [5]
before fusion (step 4). This decomposition is obtained with
a TV+L1 regularization computed using the graph cut algo-
rithm described in section 3. Figure 2 displays the gradient
norm of the optical image before and after its regularization.
Most irrelevant edges are removed.

2.3. Height regularization model

The interferometric phase is known to be very noisy due to
speckle noise. A denoising step is essential to obtain a satis-
fying 3D reconstruction. The denoising is often performed
by averaging, providing a so-called multi-look image with

(a) (b)

Fig. 2. Optical image regularization with TV+L1 decompo-
sition model: (a) gradient norm of the optical image before
regularization; (b) after regularization, remaining gradients
correspond to the building edges.

reduced noise variance, and, as a side effect, with a loss of
resolution. We use in this paper a regularization approach
that aims at reducing the oscillations due to noise while pre-
serving the edges. The joint information of amplitude and
interferometric data is used together with the optical data in
a Markov random field framework. We define the regularized
height field as that which maximizes the posterior probability
according to the log-likelihood and prior models described
below.



2.3.1. Log-likelihood model

The synthesized radar image z is complex-valued. Its ampli-
tude |z| is very noisy due to the interferences that occur inside
a resolution cell. Under the classical fully developed speckle
model of Goodman, the amplitude as of a pixel s follows a
Nakagami distribution depending on the square root of the re-
flectivity âs. This likelihood leads to the following energetic
term:

U(as|âs) = M

[
a2
s

â2
s

+ 2 log âs

]
.

In the case of SAR interferometric data, the interferometric
product is obtained by complex averaging of the hermitian
product γ of the two SAR images. A good approximation
of the phase φs distribution is a Gaussian which leads to a
quadratic energy:

U(φs|φ̂s) =
(φs − φ̂s)2

σ̂2
φs

.

The standard deviation σ̂2
φs

at site s is approximated by the

Cramer-Rao bound σ̂2
φs

= 1−ρ2s
2Lρ2s

(with L the number of aver-
age samples and ρs the coherence of site s). For low coher-
ence areas (shadows or smooth surfaces), this Gaussian ap-
proximation is less relevant and a uniform distribution model
is better p(φs|φ̂s) = 1

2π .

2.3.2. Prior model

We devise a prior model that accounts for the phase and am-
plitude dependency and that introduces the edges of the opti-
cal image. We have proposed recently[6] to regularize jointly
phase and amplitude images using a regularization term of the
following form:

E(â, φ̂) =
∑
(s,t)

max(|âs − ât|, γ|φ̂s − φ̂t|). (1)

These last years finding a sparse solution in regularization has
attracted a lot of attention[7]. The L1 (absolute value) norm is
known to lead to sparse solutions. In our case, we use the L1
norm of the (discretized) gradient. The regularized solution
therefore has a sparse gradient (i.e. the regularized field has
few edges). The use of the max() function introduces an edge
co-location constraint since if two transitions |∆â| and |∆φ̂|
appear close from one another, the regularization penalty can
be decreased by min(|∆â|, |∆φ̂|) by setting them at a com-
mon location.

Two options are possible to regularize the height mesh.
The first option is to jointly regularize the phase, amplitude
and optical images (steps 5-6 shown at the top row of figure
1) by extending equation 1 to include the regularized optical
image (i.e. use a ternary max() operator). This solution re-
quires to set adequately the weights of each of the terms. The

second option consists of introducing the optical image gra-
dient as a prior. Equation 1 is then replaced by:

E(â, φ̂) =
∑
(s,t)

Gopt(s, t) max(|âs − ât|, γ|φ̂s − φ̂t|) (2)

with Gopt(s, t) = max(0, 1− kopt|opts − optt|).
When the optical image is constant between sites s and t, the
Gopt(s, t) term equals 1 and does not modify the joint TV
regularization. When |opts − optt| is high (corresponding to
a discontinuity), Gopt(s, t) is low, thus reducing the regular-
ization of amplitude and phase. This modification permits to
preserve the building shapes according to the optical data.

3. ENERGY MINIMIZATION ALGORITHM

In a recent work[6], we have proposed a new fast and approxi-
mate algorithm to regularize such non convex energy. We just
recall the principle of the method in this paper. Minimizing a
non-convex energy is a difficult task as the algorithm may fall
in a local minimum. Following [8], we denote such changes
large moves. Instead of allowing a pixel to either keep its
previous value or change it to a given one (α-expansion), we
suggest that a pixel could either remain unchanged or its value
be increased (or decreased) by a fixed step. Such an approach
has first been described independently in [9, 10, 11] and ap-
plied recently with unitary steps in [9]. We however use these
large moves in a case of non-convex data term. The trial steps
are chosen to perform a scaling sampling of the set of possible
pixel values.

4. RESULTS AND DISCUSSION

Figure 3(a) shows an height mesh with the regularized opti-
cal image used as texture. The mesh is way too noisy to be
usable. We performed a joint amplitude/phase regularization
using the gradient of the optical image as a weight that eases
the apparition of edges at the location of the optical image
contours. The obtained mesh is displayed on figure 3(b). The
surface is a lot smoother with sharp transitions located at the
optical image edges. Buildings are clearly above the ground
level (be aware that the shadows of the optical image create a
fake 3D impression).

This approach requires a very good registration of the
SAR and optical data, which implies knowledge of all acqui-
sition parameters which, depending on the source of images,
is not always possible. The optical image should be taken
with normal incidence to match the radar data. The image dis-
played on figure 3 was taken with a slight angle that displaces
the edges and/or doubles them. For the method to work well,
the edges of structures must be visible in both optical and In-
SAR images. A more robust approach would require a higher
level analysis (significant edge detection, building detection).



(a) (b)

Fig. 3. Height mesh obtained (a) by direct projection of the InSAR data points (end of step 3, fig.1); (b) after joint
phase/amplitude regularization with a prior that includes the optical image gradient (end of step 6, second row of fig.1).

The framework described is quite general and can be used
to fuse heterogeneous data according to their statistical dis-
tribution and to prior knowledge that can be introduced by
various ways (edge co-location by joint regularization, vari-
able weights, . . . ). By defining the regularized field over
a graph, it is possible to merge images with different sam-
pling/geometry.

5. REFERENCES

[1] F. Pacifici, F. Del Frate, W.J. Emery, P. Gamba, and
J. Chanussot, “Urban mapping using coarse SAR and
optical data: Outcome of the 2007 GRSS Data Fusion
Contest,” IEEE Geoscience and Remote Sensing Let-
ters, vol. 5, no. 3, pp. 331–335, 2008.

[2] L.I. Rudin, S. Osher, and E. Fatemi, “Nonlinear total
variation based noise removal algorithms,” Physica D,
vol. 60, no. 1-4, pp. 259–268, 1992.

[3] T. Chan, S. Esedoglu, F. Park, and A. Yip, “Recent
developments in total variation image restoration,” in
Mathematical Models in Computer Vision: The Hand-
book. Springer, 2005.

[4] C. Tison, J.M. Nicolas, F. Tupin, and H. Maitre, “A new
statistical model for Markovian classification of urban
areas in high-resolution SAR images,” Geoscience and
Remote Sensing, IEEE Transactions on, vol. 42, no. 10,
pp. 2046–2057, 2004.

[5] W. Yin, D. Goldfarb, and S. Osher, “A comparison of
three total variation based texture extraction models,”
Journal of Visual Communication and Image Represen-
tation, vol. 18, no. 3, pp. 240–252, 2007.

[6] L. Denis, F. Tupin, J. Darbon, and M. Sigelle, “Joint
filtering of SAR interferometric and amplitude data in
urban areas by tv minimization,” in Proceedings of the
International Geoscience and Remote Sensing Sympo-
sium. 2008, IEEE.

[7] I. Daubechies, M. Defrise, and C. De Mol, “An itera-
tive thresholding algorithm for linear inverse problems
with a sparsity constraint,” Communications on Pure
and Applied Mathematics, vol. 57, no. 11, pp. 1413–
1457, 2004.

[8] Y. Boykov, O. Veksler, and R. Zabih, “Fast approximate
energy minimization via graph cuts,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 26,
no. 2, pp. 147–159, 2001.

[9] J. M. Bioucas-Dias and G. Valad ao, “Phase unwrapping
via graph cuts,” IEEE Transactions on Image Process-
ing, vol. 16, no. 3, pp. 698–709, 2007.

[10] J. Darbon, Composants logiciels et algorithmes de min-
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