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Abstract Much research is currently
being conducted towards Univer-
sal Multimedia Access, aiming
at removing barriers that arise when
multimedia content is to be consumed
with more and more heterogeneous
devices and over diverse networks.
We argue that users should be put
at the center of the research work
to enable user-centric multimedia
access.
In this paper we present the require-
ments for a user-centric multimedia
access system in a networked home
environment. These requirements
are easy access to available content
repositories, context awareness, con-
tent adaptation and session migration.
After showing the limits of state-of-
the-art technologies, we present the
architecture of a system which allows
unified access to the home network
content, automatically delivered to
rendering devices close to the user,
adapted according to the rendering
device constraints, and which is also
capable of session mobility.

Keywords Universal Multimedia
Access · Multimedia adaptation ·
UPnP AV · Context awareness ·
Content sharing

1 Introduction

Recent research efforts aim to place the user into the
center of multimedia systems and thus aim to achieve
Universal Multimedia Access [21] in a user-centric way.
User-centric multimedia applications are characterized by
intuitive personalized interfaces that allow the user to is-
sue commands and express preferences, by context-aware

systems that react to changing requirements and dynamic
environments, and by adaptation techniques that enable
matching the multimedia content to the current usage en-
vironment [18].

The European Network of Excellence INTERME-
DIA [13] aims at progressing beyond simple device-
centric approaches toward user-centric multimedia content
handling. Within this project, a general vision of user-
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centric multimedia has been developed. In that vision,
users would have access to multimedia applications and
services

• offered by the surrounding environment,
• and/or providing personal/personalized content
• in an easy-to-use and intuitive way,
• regardless of device type and physical position,
• seamlessly across various networks,
• through a personalized interface
• according to her/his commands, gestures, behavior,
• and as sensed by the environment.

This paper proposes a multimedia content consump-
tion system which realizes parts of this vision in the home
network. With the proposed system, the user is able to
browse the content of the home network in a unified man-
ner, and then to view it on and migrate to any rendering
device of the home environment. In order to realize this
system several specific requirements have to be taken into
account. These requirements are described in Sect. 2 and
instantiated by an example scenario which is presented in
Sect. 3, followed by an overview of existing technologies
in Sect. 4. The description of the architecture of our sys-
tem towards user-centric multimedia is given in Sect. 5,
while its limitations and plans for future work are detailed
in Sect. 6. Finally, the conclusion is drawn in Sect. 7.

2 Requirements for a user-centric
multimedia system

From the manifold requirements for user-centric multi-
media usage, we will focus in this paper on the most
important ones for optimizing the user-centric aspects of
multimedia home environments:

– Unified access to available content: For controlling
multimedia consumption, a user currently has to per-
form specific actions that depend on the involved de-
vices. With proper means of interoperability, today’s
technology should allow for an integrated usage of
media content provided by all kinds of repositories
in the user’s environment and under changing condi-
tions.

– Context awareness: For the seamless consumption of
multimedia content wherever the user is, a user-centric
multimedia system should sense context information,
including location information, to determine, for ex-
ample, the nearest rendering device.

– Content adaptation: The heterogeneity of existing mul-
timedia devices requires that, for the most appropriate
multimedia experience for the user, content must be
tailored according to the target device. The system that
we envisage shall adapt multimedia content according
to characteristics of devices and networks as well as
user preferences.

– Session migration: Because current home environ-
ments feature many multimedia devices (PC, TV, PDA,
phones, photo frames, . . .), users should not be forced
to be sedentary in their home environments. Conse-
quently, a user-centric multimedia system shall sup-
port user mobility and in particular the migration of
the user’s multimedia session from one device to an-
other.

3 Scenario

The following user-centric scenario instantiates the require-
ments described above. Let us imagine a user who wants to
watch a video of her/his choice in the living room. In order
to select the desired content, a PDA serves as a “remote
control”. It features a menu that presents all currently avail-
able media in a structure that is organized the way the user
prefers, e.g., grouped by genre. After selecting the desired
content, the most convenient playback device for the user
is chosen. Depending on the level of automation, the play-
back device is eitherderived automatically, based on current
context information, or can beselectedbyuser input. There-
quested video is then streamed from a local repository (e.g.,
a home media server, PC, or a video camera), or received as
a live stream via the Internet or DVB networks.

Figure 1 illustrates the steps after the selection of the
video. The user starts to enjoy the video presentation (la-
beled as “1” in Fig. 1). After some time, the user moves to
the bedroom with her/his PDA (“2”). Since she/he wants

Fig. 1. Scenario for user-centric multimedia access in a home net-
work
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to finish watching the movie in the bedroom, the playback
of the video is transferred to her/his PDA (“3”). The PDA
receives an adapted video in order to maximize the quality
of the multimedia experience under given constraints such
as device capabilities or bandwidth restrictions.

4 Existing technologies

In this section we describe existing technologies compat-
ible with the requirements expressed in Sect. 2.

Our initial requirement deals with access to multi-
media content in the home environment. Existing solu-
tions in this field are described hereafter.

Universal Plug and Play (UPnP) [28] is a standard by
which devices can be made detectable and controllable over
a local area network. Such devices act as servers to spe-
cialized clients, which are called Control Points (CPs) in
UPnPterminology. Customimplementations can be created
by means of the Intel UPnP libraries [12] that support .NET
programming language developments, among others. How-
ever there are some other alternatives based on OSGi [26]
bundles developed in Java. In this regard, Domoware mod-
ules [8] are UPnP base driver bundles compliant to the OSGi
specification. These base drivers have been used in con-
trol point implementations [9] intended to be deployed in
commercial home gateways due to their remote-managing
capabilities. UPnP AV [29, 30] standardizes interfaces for
UPnP devices from the media domain: a MediaServer (MS)
provides content to other nodes of the network, along with
directory browsing, searching and management functional-
ity; a MediaRenderer (MR) is able to play media content re-
trieved from the network. In a typical UPnP AV setup, a CP
with a GUI lets the user select content from available MSs
and instruct any available MR to play it [11]. Additionally,
the DLNA standard adds a set of guidelines to increase in-
teroperability of UPnP AV implementations [7]. The UPnP
and DLNA standards are therefore good candidates for sat-
isfying our first requirement. However, there is no provision
in these standards for the other requirements, namely con-
text awareness, content adaptation and session migration.

During the last few years another alternative promoted
by Microsoft, called Devices Profile for Web Services
(DPWS) [6], has appeared, and although it could be con-
sidered a potential successor of UPnP, a replacement was
hindered probably by the fact that DPWS is not compatible
with UPnP. Meanwhile, DPWS is gaining interest and some
implementations can be found [24, 25]. DPWS, announced
in August 2004 and revised in May 2005, is a profile iden-
tifying a core set of Web services that enables dynamic
discovery of and eventing capabilities for Web services. It
uses several Web service standards and it takes resource-
constrained devices into account. In contrast to UPnP, it
supports discovery and interoperability of Web services be-
yond local networks.

Concerning the requirements regarding context aware-
ness and adaptation, the MPEG-21 standard, and espe-
cially the part called Digital Item Adaptation (DIA) [14],
is an attempt towards a standard solution approaching the
vision of user-centric multimedia. DIA lets one describe
many aspects of users, terminals, networks and usage en-
vironments. The mobility of media sessions is also con-
sidered. Additionally, realizations of adaptation engines
as they are envisioned by DIA have been developed [4].
However, the MPEG-21 standard does not incorporate
issues such as localization nor does it take into account
home environment problems such as unified media access.

Transferring a running multimedia presentation from
one device to another is addressed by various research pro-
totypes, e.g., [5, 16, 22], but up to now, none of such systems
incorporates the combination with the other relevant fea-
tures of interoperability with different media providers and
media players, content adaptation to the different devices
and context awareness as a basis for session migration.

Localization information related to the user is one of
the most appealing kinds of information for context aware
applications, e.g., context server architectures providing
localization information have been proposed in [1, 2]. In
most cases, context servers are based either on Infrared
beacons, RFID, or Bluetooth hardware, which share the
drawback that they cannot provide localization informa-
tion and serve for data transportation at the same time.
In contrast, Wireless Sensor Network (WSN) technologies
can be used to collect other environmental information
like brightness, temperature, humidity etc. in addition to
localization.

Surveying the current state of the art towards user-
centric multimedia environments, one finds much ongoing
work dealing with the requirements that we identified.
Existing systems for different subsets of our needs do
exist, but unfortunately, to the best of our knowledge, so-
lutions to all the requirements in an integrated system have
not been proposed so far.

5 Prototype system

This section describes a prototype system which goes be-
yond the state of the art in the field and which addresses
our given requirements. The prototype system encom-
passes components from the involved INTERMEDIA par-
ticipants, complemented by third-party tools that can be
integrated thanks to standard protocols. Figure 2 illustrates
the arrangement of components in the architecture of the
prototype system.

5.1 Integrating MediaServer

Simple UPnP AV MediaServers are the entry points for
media content into our system. Basically, any available
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Fig. 2. Components of the prototype system

implementation can be used, and multiple MS instances
can be present in the system, offering, for example, collec-
tions of videos, music and images.

An Integrating UPnP AV MS (IMS), presented in [15],
collects the entries of other MSs’ content directories and
bundles them into its own. Thus, a unified view on all
available content is provided, simplifying access for CPs
and users.

The IMS is implemented as an extension of the open-
source MS MediaTomb [20]. Enriched with CP capabil-
ities, the IMS monitors the presence of other MSs in the
network. For every other MS, the IMS merges the pro-
vided media metadata entries into its own directory. Note
that this preserves the content’s URL, i.e., for consuming
integrated content listed in the IMS’ directory, the request
for data will still be directed to the simple MS. There is no
transfer of actual content data happening in the course of
MS integration.

The benefit of such an approach is a single point of
access for searching or browsing media content. A conve-
niently structured collection of all available media content
can be provided to a CP and thus to users, who are relieved
from the effort of dealing with each MS individually. The
placement of entries occurs according to available meta-
data while the actual location of media files is made trans-
parent, e.g., multiple albums of one artist located on dif-
ferent MSs will all be listed under the artist’s node. As
another example, occasions like a group of friends who
want to enjoy the pictures and videos that each of them
shot during a joint holiday are very well supported by the
IMS: after simply connecting their laptops and cameras to
the local network, the IMS provides them a view where
all the content belonging to the holiday is ordered chrono-
logically, and so they can conveniently browse and enjoy
their collected media souvenirs, even though every partic-
ipant might have an individual style of media repository
organization.

5.2 UPnP AV MediaRenderers

As mentioned already, in UPnP AV, the counterpart of
the MS interface is the MR interface, which can also be
implemented by different kinds of devices, e.g., PC soft-
ware, TVs, or portable media player devices. In our pro-
totype system, we use the GPAC Osmo player [19], which
supports many formats and is implemented for numerous
platforms. The player can be controlled via its UPnP AV
MediaRenderer interface wrapper.

5.3 Transcoding Media Cache

The Transcoding Media Cache (TMC) [17] is a Web
server offering basic multimedia adaptation and caching
capabilities for content from the Web. It serves HTTP
requests for media content adapted to individual require-
ments. A request to the TMC contains both the URL of the
source content and parameters for the required transcod-
ing process, e.g., the desired frame size, frame rate and
references to the codecs and the container format to be
used. The TMC delivers content after retrieving it from the
source Web server and transcoding it accordingly. A re-
quest to the TMC could be contained in a URL like this:

http://myserver/tmc?u=
[http://example.com/videos/docu/sharks.avi]
&w=320&h=240&vb=300000&ab=48000&offset=210
&c=mp4&vc=libx264&ac=libmp3lame

In this example, the URL within square brackets de-
notes the original media file, the line after that gives de-
sired width, height, video bit rate, audio bit rate and the
instruction to skip the first three and a half minutes, and
the last line selects container format and coding formats to
be used.
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The TMC can use different plug-ins performing the
actual transcoding. In our setup, we use FFMPEG [10],
which offers a wide range of supported formats to our
system.

5.4 Control Point

A specially developed UPnP CP orchestrates our other
components in order to enact the overall system’s features.
It provides a graphical user interface that can be displayed
in any Web browser. When accessed from a PDA, the user
gets a convenient remote control. Besides usual features of
a CP for UPnP AV, this implementation manages session
migration and content adaptation by invoking standard
UPnP AV MR actions in a specific way. Figure 3 illustrates
the CP’s architecture and its communication with the other
components.

The UPnP CP is composed of several modules: Con-
trollers, acting as interfaces to the main system compo-
nents; a Workflow Engine, the core module orchestrating

Fig. 3. Modules of the UPnP Control
Point

every interaction with the system; and Web Service Layer,
which exports CP functionalities so the end user can man-
age the whole system through a graphic user interface
based on HTML.

Every module is designed in a very autonomous way
such that if an external component needs to be changed in
the future only the peer module inside the CP will have to
be replaced without affecting the rest of the modules.

The UPnP Media Server Controller is developed on
top of the Intel UPnP libraries. It wraps the functionalities
provided by the Intel SDK [12] and it exports some ba-
sic operations which will be used by the Workflow Engine.
This module is required by some workflow operations
such as listing available multimedia contents or retrieving
some extended metadata of a particular content indexed by
the IMS component.

The Transcoding Controller is a software module in
charge of implementing an interface between the TMC
server and the CP core. Furthermore, this module isolates
and decouples these two entities. The HTTP protocol is



842 B. Reiterer et al.

used to establish the communication between an MR and
an MS through the TMC.

The UPnP Media Renderer Controller is similar to
the UPnP Media Server Controller regarding its techni-
cal implementation and functionalities offered to the other
modules. Again, Intel UPnP libraries were used for devel-
oping this module. Its purpose is separating the Workflow
Engine from tasks related to the UPnP standard, offering
some basic operations related to MR devices such as list-
ing available devices, multimedia control flow control, and
querying the device state at a particular time. The latter
operation is essential for a successful migration action, as
the Workflow Engine needs to know the current playback
time code to be able to orchestrate correctly the playback
migration towards the targeted MR.

The Context Server Controller provides an interface
between the Workflow Engine module and the Context
Server component. The HTTP protocol is used for com-
munication. This module is used by the Workflow Engine
in order to consult which MR device is closest to the user
in a particular moment.

The Workflow Engine is the main module of the CP.
The control logic for the whole system resides in this part.
All actions and processes are initiated by it. The Workflow
Engine is built on top of the rest of the modules that the
CP comprises. In this module, all methods exported by the
Web Service Layer are implemented. A common interface
is shared between these two modules. When a request is
initiated by the end user using the Web Service Layer, the
Workflow Engine orchestrates the rest of the modules as
needed.

The Web Service Layer implements a Web Service in-
terface in order to export a few basic methods. The user
uses this interface to invoke actions such as listing avail-
able multimedia contents, controlling MRs, or requesting
a migration process.

The Device Description Repository is a means to make
up for the lack of getting MR device capabilities through
UPnP AV mechanisms (this part is not fully covered by the
UPnP AV standard). The CP stores some information into
this XML repository such as video and audio codecs, dis-
play resolution, bit rate and frame rate to be used for the
respective device, and so on. This information is used by
the CP at the moment it sends a new request to the TMC.

The Graphical User Interface (GUI) based on HTML
provides a user-friendly view that is depicted in Fig. 4.
Through this interface the end user can manage the whole
system ordering all available operations that are matched
with methods exported by the Web Service Layer.

5.5 Context Server

Networked sensors attached to renderer devices measure
their distance to the user, and thus a specific server can
provide the IP address of the renderer that is the nearest
one to the user.

Fig. 4. Screen shots of the GUI

The Context Server (CS) is composed of several soft-
ware and hardware components: a Wireless Sensor Net-
work which acts as context source providing raw measure-
ment, a simple Context Reasoner which infers localization
information from the raw data, and a Context Provider
Communication Interface which exports the context infor-
mation to the other components of the system.

The Wireless Sensor Network (WSN) is based on the
TinyOS 1.X [27] software platform and it was deployed
on MicaZ [3] nodes. The WSN is composed of three types
of nodes. Anchor nodes have a well known position on
the map. They periodically emit a beacon packet contain-
ing the node identifier, and they also periodically build
a routed network topologically shaped as a tree. Mobile
nodes are carried by the user and compute the Received
Signal Strength Indicator (RSSI) for the beacon packets.
The value is sent back to the anchor nodes. A unique sink
node is the root of the WSN tree. The RSSI data from the
anchors is collected in the sink node, from where it is for-
warded to the Context Reasoner.

The Context Reasoner (CR) is capable to infer which
MR is the nearest one to a user carrying a mobile node by
combining the propagation model, recent RSSI informa-
tion, and the well-known positions of the anchors.

The Context Provider Communication Interface
(CPCI) provides information collected and inferred by the
CS to the other components. In fact, any component can
query the context information that it needs by means of an
HTTP requests.

5.6 Functionality and execution

In our running system, the CP continuously keeps track of
available MRs. In parallel, the IMS maintains its know-
ledge about available content.
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The user can select desired content and the ren-
derer of her/his choice in the GUI provided by the CP.
Subsequently, the CP instructs the renderer to request
the chosen media, not directly from the original loca-
tion, but via the TMC. The TMC can serve this request
from its cache repository if the same content has al-
ready been transcoded accordingly before, otherwise the
TMC requests the source content from the original server,
transcodes it and caches it for later reuse. The renderer
receives the transcoded content and starts playback.

Sensors attached to the MR hardware estimate their
distance to the user based upon signal strength. The CS
evaluates these measurements and provides the IP address
of the closest renderer device to the CP. The user can
decide to migrate the current session to the closest deter-
mined MR or a different one at any time, with the option
to keep the previous MR running or to stop it.

If a migration of the current playback session is com-
manded, the CP queries the current MR for its playback
position, i.e., the media time point that is currently ren-
dered. The new MR is instructed to request the same
content via the TMC, passing the appropriate transcoding
parameters for this MR’s capabilities, plus an offset par-
ameter containing the old playback position. Transcoding
will start from this position. The new MR then receives
and plays the transcoded content.

6 Results, limitations, and research needs

The described prototype systemwas assembled as a demon-
strator system for the first annual review of the INTER-
MEDIA NoE in 2007. As such, it performed well and
received approval as a system that, while being based upon
UPnP AV, exceeds the scope of UPnP AV itself by rele-
vant orthogonal features, moving the state of the art of
multimedia systems closer to the user-centric paradigm.
An issue by which the prototype did not fully meet our
expectations was the start-up delay for the transmission
of adapted content, which is a sensitive matter in session
migration. It can be influenced by the choice of coding for-
mats and quality-related measures (bit rates, frame rate,
frame size, etc.), but the potential of the file-based ap-
proach is very limited unless one lets the TMC cache
adapted files for each device beforehand.

In our prototype system, media session migration is
performed on the application layer and not on the net-
work layer. One may consider our HTTP-based approach
as session duplication, which would be appropriate in net-
work terms even if the first session is terminated. In any
case, it must be noted that the result is similar thanks to
the offset used for the second session. For future evolution
of the system, we intend to replace the HTTP-based me-
dia transport by a real-time streaming approach, possibly
using RTP [23]. This would allow performing session mi-

gration on the network layer, i.e., by altering the media
stream from the MS instead of creating a new one. Adap-
tation would then also have to be performed in a streaming
manner, allowing for faster reaction to changing condi-
tions. Nevertheless, dealing with real-time streams poses
challenges which might require more sophisticated adap-
tation implementations that are not applied on a per-file
basis and that provide for tighter runtime constraints. Fur-
thermore, the number of existing UPnP AV components
supporting the required protocols seems very limited.

The impact of the MS integration approach is exploited
best if the simple MS delivers metadata that is well suited
for structuring the available content. Current solutions
utilize, for example, ID3 tags of MP3 audio files so that
music content can be structured by genre, artist, year of
creation and so on, and a similar approach for images can
be based upon EXIF metadata [20]. For other modalities
such as video or synthetic content, metadata for this pur-
pose is not, or not easily, extractable from the content
itself. Adding features to UPnP AV components for utiliz-
ing metadata for arbitrary content is thus a relevant topic
for our research in the near future.

The CS has a main limitation: the current implementa-
tion of the localization algorithm implemented in the CR
provides a 2 m resolution. The limitation in the resolution
is inherited from the poor approximation provided by the
indoor signal propagation model.

Generally speaking, the level of user-centricity of our
prototype system is not yet at the envisioned level. As for
most adaptation-related projects, the goal of Universal Mul-
timedia Access, which leads to adaptation driven by mostly
technical restrictions, should be merged with the vision of
Universal Multimedia Experience [21], aiming at maximiz-
ing the informative or entertaining value of adapted me-
dia. In terms of adaptation operations, this could imply that
video cropping operations, for example, should bepreferred
to scaling in certain situations. Such a solution can be in-
tegrated thanks to technology currently under development
by partners in the INTERMEDIA NoE. Many more ways
to make use of user preferences in all parts of the system
could be identified, reaching from content directory struc-
turing to presentation details in a renderer. Moreover, one
could introduce more properties of the environment where
the content is used that could be used for steeringadaptation.
Hence, we are going to extend the CS so that it will provide
further information regarding the ambient. E.g., by means
of the WSN, we could exploit richer context information in
e.g. these ways:

– The brightness/darkness of rooms can be used to gain
or decrease the brightness and the contrast of the video.

– The sound volume perceived by the user can be used to
automatically adjust the volume of the speakers.

Furthermore, when moving from device-centric thinking
to the user-centric paradigm, the idea of supporting the
needs of more than one user comes up. Currently, we can
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support only single user monitoring due to the application
running on the WSN. By means of a new CR which infers
information about several users we could exploit multi-
user interaction. For instance, if two users near to each
other are watching different movies on separate devices,
the CP could have both their audio volumes limited so the
users do not disturb each other too much. If devices are
shared, the only solution to such a scenario might be that
one user gets audio replaced by subtitles. A variety of pos-
sible hardware setups adds a huge set of possible scenarios
to be considered in the system’s decisions.

7 Conclusion

In this paper, we proposed an approach for a user-centric
home multimedia system. Besides unified, efficient and
user-friendly access to any available repositories, we ar-

gued that such a system should be able to perform media
adaptation and session migration based upon context
awareness in order to improve the user’s media experience
to a significant extent. Motivated by the lack of existing
technology that copes with this set of requirements, we
chose UPnP AV as a starting point and developed a proto-
type system which lets us derive more concretely the next
steps to be taken. While the system is an important step
towards a user-centric vision of multimedia applications,
we realized that a more powerful management of context
characteristics and user preferences, more ways of adap-
tation and a smarter reasoning for decision making that
links those components are crucial for further following
the path leading to our vision.
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JUAN JOSÉ GONZÁLEZ MENAYA obtained in
2005 a Telecommunications Engineer Degree
from the European University of Madrid. From
December 2005 to July 2007 he worked for
TCP S.I. in projects related to multimedia con-
tent services for Telefónica R&D. In July 2007,
he joined Telefónica R&D, to work for digi-
tal home services and communications unit. He
is involved in some European projects, such
as INTERMEDIA project within 6th FP. Also,
he is taking part in other strategic projects for
Telefónica, such as “Telefónica FlagShip Store”
in Madrid. Currently he is studying PhD in Poly-
technic University of Madrid.

HERMANN HELLWAGNER is Full Professor of
Informatics in the Institute of Information Tech-
nology (ITEC), Klagenfurt University, Austria,
where he leads the Multimedia Communication
(MMC) research group. His current research
areas are distributed multimedia systems, multi-
media communications, quality of service, and
adaptation of multimedia contents. Dr. Hellwag-
ner is a member of the ACM, the IEEE, the
German Informatics Society (GI) and the Aus-
trian Computer Society (OCG).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


