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ABSTRACT be able to recover exactly the Sl pair. Such constraint cléss re-

construction may be required in some applications such ascale
rfmaging or remote sensing imaging: an even minor distoitidhe
reconstructed images could affect the interpretation @ftiene.
This paper is organized as follows. Sectidn 2 is devoted tooat s
overview of disparity compensated coding methods. In 8efi
the proposed coding schemes are presented. Two variantsrare
sidered, the second one being shown to provide better @awalys

map, the reference image, and the residual image are encdded Section[#, we also conduct a theoretical analysis of theqsegh

; hemes in terms of prediction error. Finally, in Secfibexyeri-
this work, we propose a novel approach based on the concept . . .
vector lifting scheme. Its main feature is that it does notegate (gfental results are given and some conclusions are drawrctioSe
one residual image but two compact multiresolution repnésgons
of the left and the right views, driven by the underlying disy
map. Experimental results show a significant improvemeirigus 2. DISPARITY COMPENSATED CODER
this technique compared with conventional methods.

Stereo data compression is an important issue for the new ge
eration of vision systems. In this paper, we are interestdddsless
coding methods for stereo images allowing progressivenstrac-
tion. Most of the existing approaches account for the musirak
ilarities between the left and the right images. More prelyisthe
disparity compensation process consists in predictingritgiet im-
age from the left one based on the disparity map. Then, tipadig

2.1 Binocular imaging and disparity estimation

1. INTRODUCTION For the sake of both simplicity and efficiency, a binoculaaging

Stereo Images (SI) are associated with the same scene edpturSyStem makes use of two sensors (the left and the right oae) th
from two slightly different perspectives: a pair of a leftdaright have parallel opFlcaI axgs. Furthermore, it is useful tosoder cen-
view is generated. When each image of the stereo pair is diewelral (or perspective) projections, whose centers are eenioyO(!)

by the respective eye, the scene is perceived in three diomens andO("). As a result, a stereoscopic pair is formed by the image
This ability of obtaining depth perception and informatibas a  |(1) and|("). Generally, a poinP in the 3D space is visible if(!)
wide range of applications such as medical surgical enmemnis, (g | () if its perspective projection on the left (resp. right) im-
telepresence in videoconferences, geographical infoomagys- | . ) P of 1) {0y 1510
tems, computer game5| [1]. The increasing interest in Sl éds | age p.ane IS a pOrI) (reSP-, )o . (resp. 0 )- r IS

to the constitution of image databases that require hugeiammof ~ Superimposed oh"), the position matching poin®!) andP(") do
storage. Consequently, the compression of Sl has becomeaman not coincide. The distance betweé?{'), P(r)) is called the dispar-
tory. Recently, an increased interest was paid to the iigagin of ity of point P (or binocular parallax). Therefore, a joint coding of
this topic due to very promising openings especially fortimedia  (1(),1(")) attempts to exploit the similarities betwe&h and|(")
applications. Compressing Sl is motivated by the existafid®th  through the disparity estimation. The latter operationsists in
intra-image redundancy due to the scene smoothness amembhe pajring the respective points bf) andl () in such a way they cor-
similarities between the two images resulting from the olE@®n  yespond to the projection of the same 3D point. Many methasis h
are superimposed, some area in the firstimage can usualpubd f - compensation (DC) process relies on a block-matching tqakn
in the second image but at a different spatial position. @lyethe  gimjlar to those employed in motion estimation for video iogd
reported methods tend to exploit such cross-image redef@iaby ¢ ¢ gjgts in first partitioning ") into nonoverlapping blocks(")
first estimating the displacement (called disparity or biriar par- of sizeh x w and, for each block, finding the most “similar” block

allax). Then, the disparity map and one image only of the 8l pa ~. " . . . ) .
(say)the left image) ig coged iﬁ addition to agresiduyal infatiom. P% within a given search aregiin 1V, More precisely, the disparity
This joint coding is similar to those encountered in intenfie video ~ Vectorv = (v, ) for a current block il ") minimizes a dissimi-
coding. In this context, disparity compensation can beidened  larity criterionD:

as a prediction techniquEl[3]. Pioneering techniques wbikehe

spatial domain[]2]. More recent methods are based on the léfave A in DO "0

Transform (WT) [4[5]. In[4], the disparity compensatiorkea (V) (M, my) = arg(vxr\rlll)rés (1 (my, my ), (M -vie, My +-Vy))
place in the wavelet domain, the coding of the wavelet cdefits ’ &
being performed through a subspace projection techniqueen where (my,my) are the spatial coordinates associated with the top

different basis is built for the representation. . leftmost pixel in the block. Often, the Sum of Square Differes
The objective of this paper is to design a novel joint codireghnod (SSD) is the selected criterion:

for stereoscopic still images that allows both a gradual exatt
decoding. Progressive reconstruction is a desired fumality for A
telebrowsing applications since the refinement of the dedanh- D (W, Vy) =

(10 (my, my) =10 (v, my +w)) 2. (2)
ages depends on the user’s needs. Furthermore, the debodét s (Mmemy)ebt® ™ oMy Y



Therefore, it is possible to predir,(f (my, my) byI (mx+vx my +

3.2 Disparity based VLS

V). Further improvements can be achieved by employing overrpe \avelet coefficients of an image are usually obtained By a

lapped blockb(") with an adaptive search windo®([7]. Another
basic disparity estimation is the correlation method tiptats the

epipolar line constrain{]8]. Indeed, given a current pdf in
17, the intersection of the plan@("),P() 0(l)) with the image
plane of the right camera gives rise to the so-called epifioke. As
the 3D pointP associated t®(") should lie somewhere on the line
0Py, the projectiorP(!) of P onto the leftimage should also lie

on the epipolar line. In practic®() is not rigorously on the epipo-
lar line because of the noise camera, the discretizatiarsesand
the deviation from the pinhole camera model. As a conse@yenc
strip along the epipolar line is considered and all the pofalling
within that strip can be considered as potential candidBtgsto
be paired with the current poif"). The retained candidate is the

) _ ) . - i “(') “(f) )
pointP() that maximizes the correlation between the two windowscoefficientsd;’,, d;/; and the approximation 0”‘3%1’ j+1°

centered respectively &) andP(!). Finally, a dense disparity
field is generated since a disparity vectolis obtained for each

band filter bank structur&lL8]. If an exact reconstructrequired,
lifting schemes are often employed since they allow to coost
an integer-valued version of the wavelet coefficients wiaat¢he
underlying operators aré_[l19]. For the sake of simplicitysep-
arable decomposition is considered in this paper. Theseiolis
enough to address the decomposition of a given tige More
precisely, at each resolution levgl the even and odd samples of

the approximation (scaling) coefﬂmeﬂé@ (my, 2my) (mx 2my)

j( >(mx72my+1) and,lj( )(rnx72my+ 1) of respectlvelyl ) and! (")
are the input coefficients of the lifting scheme. The objectf
the vector lifting is to simultaneously exploit the depemcke exist-
ing between ) andl (r) by producing 2 kinds of outputs: the detail

). Sim-
ilar lifting structures operating along the image columi@maus to

generatd (+)1 and| (+)1 as well as the associated detail coefficients

current pointP("). More sophisticated density estimation methodsin the honzontal vertlcal and diagonal directions at hetson level

were presented and evaluated as those using dynamic progngm
[9] or advanced convex optimization methofs![10]. Once tise d
parity vectors are generated, several schemes can be gawita
the coding of the SI pair.

2.2 Stateof theart

Coding of Sl pairs is generally based on exploiting the hHineaige
similarities and hence, designij@nt coding schemes. Inspired by
the works in video, several disparity compensated teclasiguere
developed. Most existing algorithms operate in the spdbahain.
Basically, they proceed as follows. After estimation of tligparity

v, the prediction errot(® is computed:

IID

(©)

The disparity field, the left image and the residual one age t#n-
coded. It is worth pointing out that a lossless coding is gl

© (mye,my) =10 (my, my) — 10 (my+ v, my + ).

for the 1(® signal in order to ensure an exact reconstruction. As
many choices can be made in the settings of each of the 3 ¢oders
many joint coding methods have been already proposed irpée s

tial domain [2/TL[T2]. The residual images can also be caded
the discrete cosine transform domélinl[L3, 14]. Howevergeatgat-
tention was paid to the wavelet transform domain to meetehé s
ability requirement. For instance, the wavelet transfasrapplied

to both the reference imadé€’ and to the residual image iA_J1L5].
A more sophisticated approach was presentedlin [4]: botleshe
timation and the disparity compensation take place in theelea
domain, subspace projection techniques being used foratiag
of the wavelet coefficients. I0][5], an efficient exploitatiof the ze-
rotree algorithm is carried out to reduce short embeddestiréams
of the wavelet coefficients of both the reference and thelvadi
images.

3. PROPOSED JOINT CODING SCHEMES
3.1 Motivations

In this paper, we designh new compression methods for steties p
Our approach relies on a joint coding 6P and (") that exploits
judiciously the available disparity map. Such a coding téghe
is achieved via &/ectorLifting Scheme (VLS)[[15]. Unlike exist-
ing methods, the proposed approach does not explicitlyrgemea
residual image but two multiresolution representations(éfand

1(r). This can be viewed as an appealing property. Indeed, the pro
posed coding approach provides a more symmetric proces$ing

the right and left images. Furthermore, the pyramidal stimecof
the generated coefficients allows the use of efficient emgpstirate-
gies e.gvectorembedded zerotree algorithmas[17].

j+1. A wide range of nonlinear operators can be applied to ex-
tract the correlations. However, for tractability purpasee will
only use combinations of shift operators, linear filters emthding
operations. For the reference imdd®e, the detail coefficients can
be interpreted as intra-image prediction errors at reoiyf + 1)
expressed as:

a(l

0 (mamy) =11 (me2my +1) (my.2my — 2K)],

z |0|7 I |
kebﬂ'

4

where|-] designates the rounding operation. The@ép and the

0}

coefficientspj_k denote respectively the support and the weights of

the predictor oflfl)(mx,Zmer 1). Then, in the update step, the
approximation coefficients are computed as follows:

i)

Ly (me,my) = ullyd); (my

meam)+| Y uldl (memy =K1, (5)

ke

where the se@/(') is the support of the update operator whose co-

efficients areuﬂ) The reversibility of the basic lifting scheme is

ensured since the prediction [d (4) makes use of even inditgs
The main difference between a vector lifting scheme and & bas

one is that for the imagé(™), the prediction of the odd sample
I]-(r)(rrlx72rr5,+ 1) involves even samples from the same image

also neighbors of the matching sample taken from the referen-
age. The location of the latters is given by the transformsplatity

vectorv;j = (Vx j,Vy,j) associated with the pixéin, 2my + 1) to be
predicted:
d® =1{" (mg,2m, +1) - CO1 (my, 2my, — 2K
Fia(memy) =17 (mg2my+ ) — [ Y pycl (my, 2my — 2K)
ke’y(m
)
+ z(l P 1 (Mt e (M, 2my + 1), 2my + 1+ (M, 2my + 1) — K)],
ke/r

(6)
wherevj is obtained by filtering and subsampling the initial (and
full resolution) disparity fieldv. For example, one can choose:

@)

In other words, the vector lifting makes use of a hybrid preati
that exploits at the same time the intra and inter-imagenédn-

cies in the stereo pair. The update stepﬁ&rl can be performed

vj(my, 2my +1) = v(2!my, 2] (2m, + 1)).



similarly to Eq. [b). The decomposition is iterated on theuoms
my, of the resulting subbands resulting in<2t sub-images for the
left and right images at each resolution leyeind the decomposi-
tion is repeated on the approximation sub-images dvesolution
levels. It is worth pointing out that the disparity basedtaedift-
ing scheme is perfectly reversible and that it maps integenste-
gers. An appropriate choice of the involved prediction apdate
operators remains however necessary in order to genernajeaco

representations df (V) 1(0).

3.3 Optimization of the predictors

As the detail coefficients can be viewed as prediction ertbespre-
diction operators can be optimized so as to minimize thevag of
these coefficients at each resolution level. If the roundipgrators
are omitted, it is straightforward to check that the minimuani-
ance predictors must satisfy Yule-Walker’s equations. ceaming
the update, it is possible to generalize the optimizatiacedure
described in[[20] in order to adapt the underlying operatorthe
statistical properties of the input image. A simpler santthat we
have retained in our experiments consists in choosing time sgp-
date operator at all resolution levels. Indeed, in our satioihs it
has been observed that the decrease of the entropy is maiatpd
the optimization of the predict operators.

3.4 Examplel

I (r)

3 » we code the residual image:

& (memy) =15 (me, my)

LS o (Mot vea(memy)my -+ v (memy) K.
ke

(11)

An interesting property of the proposed decomposition ésfit
lowing: Let the coefficients); x and pﬁrkl) (resp. pﬂ)) be optimized
S0 as to minimize the variance 6?21 (resp.egr)) at each resolution

level j (resp. atthe coarsest resolution ledklin the ideal situation
whenl(®) =1 the obtained multiresolution representatiori &f

reduces to zero provided thfd} U {2k +1 k € W}r’r)} C @fr'l),
whenj < J, and Oe @gr'l). In contrast, this property which may
appear desirable in order to get a consistent joint reptasen of

1D and! () is not satisfied by the decomposition presented in Sec-

tion[33.
3.6 Examplell

A new VLS (designated by VSL-II) can be built by adding a peedi
tion stage to the conventional 5/3 lifting structure. Thisoaints to

choosingg?’j(r’r) ={-1,0}, %j(r) ={0,1}, and pgrf)l = pgf’or) =3,
u(jf()) = uﬂr} = 7, while the last prediction stage is performed by

. 1 .
We provide a simple example (designated by VLS-I) of the conchoosing2; = {—1,0} anngEr = {-3...,3}forje{0,....d~

sidered lifting structure. The imadé’ is decomposed following
the well-known 53 scheme[[19] described by‘;?’j(') ={-1,0},

%j“) = {0,1}. The prediction and update weights are fixed:

|
pg_’),]_ = pj

to 1" is expressed via the following support@fr‘r) ={-1,0},

m_1,0_,0_1

J

spatial prediction indices as those used in tji@ scheme and the

collocated position in the left image. The prediction caéffints are
obtained by the resolution of Yule-Walker’s equations. Tpeate

operator is the same as the two-tap filter employed tor

3.5 Animproved lifting structure

One of the potential drawbacks of the previous structurdas it
generates an update leakage effect in the sense that theaé&ifon
coming from the left view, which is used for prediction, islfeack
to compute the approximation coefficients of the right view.
An alternative solution is given by the P-U-P lifting struct
described as follows:
diy(memy) =1 (me.2m, + 1)~ | 3 )pﬁf’k')lf”(mxlw— 2], g
keyir.r

10 mem) =10 mezm)+ 5 uld (mem—Kk1. (9

kew'

~

gt 1) (memy — k)

) (momy) =dif)

i (Memy) — [ S ik
kE’j

+ 5 P (Mt v (M, 2my + 1), 2my + 1+ vy (m, 2my + 1) — KT,

ke&‘”i(r")

(10)

0= 2 Uj o =Uj 1= 7. The hybrid prediction step related

1} and 24" = {0} . The coefficientsy;  and p(jr'k') are deter-

mined by solving Yule-Walker's equations (still omittintget round-

ing operations) and imposing the following symmetry projst
| |

a1 =00 andpy’ = p{"!}.

4. THEORETICAL ANALYSIS

2™ — {0}. In other words, the prediction mask contains the samén this section, we perform a theoretical analysis of thefquer

mances of VLS-II in terms of prediction efficiency. As the end
lying schemes are separable, it is enough to develop ouysiaah
the case of 1D signals. More precisely, (g, my) be a given pixel,
we consider the pair of 1D signals defined by: forredt Z,

(12)

We assume that, at a given resolution lejethese signals satisfy
the following symmetric statistical model:

i(n
{ |g|)(n)
i) (n)
where (aj, Bj) € R?\ {(0,0)}, anda; andbj are two autoregres-
sive signals of order 1 which are mutually independent. Rer t
sake of simplicity, we assume that they are zero-mean and the

have the same (nonzero) variance and the same correlatitor fa
pj € [-1,1]. Then, itis easy to show that:

= ajaj(n)+l3,-b,-(n)

, (14)
= Bjaj(n) +ajbj(n)

it (n- k) = EiV i (n-k] = o, (5)
j i

i i’ (n—k] = ofs; o),

E n
E n i

(16)

wheregj € R%, sjésin(zej) andejéarg(aj +1B;). At this point,

where2; is the support of the second intra-image predictor for theit is worth noticing that the spatial similarities betweemwmples of

right view and the corresponding prediction weights areotieshby

dj k- Itis worth noting that a prediction and an update aglin (&) an |

@) (with the same weights) are applied {8. In addition, at the last

itr) (resp. igl)) are related to the correlation factpy. The factor

6j controls the cross-redundancies between sampli%g aidi.

resolution levelj = J, instead of coding directly the approximation Thus, one can expect that the proposed lifing scheme willexftiy



reduce these correlations. If the rounding operators aitammit
can be checked that

2uj () +v; (n)

—4djo a

+il (2n+ 14K))
(17)

<|
ij (i7" (@2n+1-k)+

nmEen + 1 - 300 @n + il (2n + 2),
wm=20"@n + 1) + i@y + i@ + 2) + iD(2n
1)+i§f>(zn+3) andv; ()= r>(2) it (2n+2)7|<r)(2n 2)—

2

igr)(2n+4) From Eq. m)d (mk, n) can be viewed as the error

in the prediction of j(n) by the reference signals grouped into the
vectorrij(n) given by

where

£i(n)2 (w,ig”(znﬂ),ig”(zm+i<j'>(2n+2),
iV@n—1)+i{"(@n+3).il 2n-2)+i{) 2n+4) 7.

(18)
The prediction weight vectop; = (q;j o, P<1ri|))7 P<1r’1|)7 P<1r’2|)7 p<1r’3|))T
minimizes the variance cxﬁ}r)(mx,n). Consequently, the normal
equations must be solved:

E[#(n)(Fj(n) "pj = E[rj(m)Fj(n)].

By taking into account the adopted statistical model, theéntg
weights can be calculated:

(19)

dj.0 =2Yj(p — 1)(pf —4pj +1), (20)
pl"y) =yis(o — 50 — 307 + 2307 + 8p; + 40), 1)
P} =~ yis(pj —3)(pf — 207 — 207 180, — 11)/2,  (22)
Py = vislpj — 1)(p} — 4p; + 1), (23)
p\"s =vis(o; — 1)(pF —4p; +1) /2 (24)
with y; = (p? —5p} — p} + 1307 + 18p; +38) 1. Furthermore, the

minimal value of the varianceg; of the prediction error is:
& (pj, 8) =E[r [2( n)] —pj Elrj(n)#;(n)]
=5 JVJCOSZ(ZGJ)(]- Pj)

(Spj - 16pj +4pj +24p; +113). (25)

It is interesting to note thatj has a separable form jo; and 6;.

A small gain is achieved by taking into account the spatidlire
dancies (controlled by;) compared with the one obtained by the
inter-image prediction terms (controlled By). Figurell shows the
variations ofej with respect taj. This study carried out with a rel-
atively simple statistical model allows us to show the bemndfich
can be drawn from the use of the VLS-II structure.

5. EXPERIMENTAL RESULTS

We have applied the proposed decompositions to many natural

stereo images and 3 pairs of size 51212 which were extracted

from a SPOT5 scene. These scenes are shown in Fig. 3. The re-

tained measure of compression is the entropy of the mudtiréen
representations. The latter is the weighted average ofritrepges
of the approximation and the detail subbands. The advastage

two fold: this measure is easily computed and it is indepehdé
the performance of any (embedded) coder. The disparity map i
computed using a block-matching technique withafdblock size
and a search area of 64 pixels in the horizontal direction-a8d

in the vertical direction, the SSD being the retained maigri-
terion. The resulting disparity vectors are losslesslyoded using
DPCM with arithmetic encoding. In order to show the benefit of
the joint coding by VLS, we compare VLS-I and VLS-II with two
up-to-date Sl wavelet-based coding methods. The first onsists

in coding the left image(!) and the DC-residual oné® through a
5/3 transform oved = 3 levels [$]. We have also tested a version
of a stereo JPEG2000 coder (Annex | of Part II). It consistirat
applying a reversible transform to exploit the redundameidsting

between the Sl pair. Thus, in additionlt®, a new imagd is pro-
duced. Then, the spatial redundancies are exploited byatepa

applying the 33 transform tol (® andi. In our experiments, we
have considered the following transform:

[(memy) = (17 (memy) 10 (merwmy +w) /2], (26)
It can be noticed that the average coding cost of the digpaattors
cost is equal to 0.55 bpp which is not negligible w.r.t. thev@lat
coefficient coding cost. As the disparity maps coded in the same
way for all the tested methods, it is enough to compute theagee
entropy of the image data as illustrated in Tdlle 1.

Our simulations indicate that VLS-I Ieads to lower entrogjues
than the 5/3 transform applied o), 1(®) and (T’ 1(®)). More pre-
cisely, the use of VLS-I results in an average gain of abogt 0.

0.3 hits/pixel (bpp) over the conventional method that electhe

(11,1(®)) pair and about 0.1-0.15 bpp over the JPEG2000 scheme.
If we now compare the performance of VLS-II to those provitigd
VLS-I, our simulations show that the optimized VLS-II leadsa
further improvement of 0.1-0.15 bpp.

The good performance of the proposed approach is also con-
firmed by looking at the final bit rates obtained by respebtiag-
plying the Embedded Zerotree Wavelet (EZW)I[21] and the Em-
bedded ZeroBlocks of wavelet coding based on Context model-
ing (EZBC) encoder[22] as depicted in Table 2. In additidig t
scalability in quality of the reconstruction procedure ligstrated
in Fig. 2 showing the variations of the peak-signal-to-noiatio
(PSNR) versus the bit rate for the Sl pair “spot5-2” usingEz&8C
encoder. Itis worth pointing out that at the last iteratibthe EZW
algorithm (which corresponds to the final bit rate), the PS8IR-
finite (since the Mean Square Error is zero).

6. CONCLUSIONSAND PERSPECTIVES

In this paper, we have presented a novel joint coding metbod f
stereo pairs. Unlike conventional methods, a pair of megtiftution
representations of the original images is generated. Tmplsiex-
amples of the proposed decompositions have been consideved
simulations indicate that they yield more compact repregiems
than classical approaches. Due to the versatility of thepgsed
framework, there are still some aspects of these method<aina
be improved, in particular by designing more sophisticautestlic-
tion/update operators. Also, further developments foloshtg the
most appropriate disparity estimation method could bestigated
as performed in[23].
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Figure 1: Influence oBj: &j(pj,6;) (in red), E[rjz(n)] (in black) 05 1 15 2 25 3 35 4

versusfj whengj = 1 andpj = 0.9.
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