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Abstract: With the diversity of usage conditionfeafing the consumption of multimedia content,
the adaptation of dynamic and interactive multiraegiesentations is essential. The challenge
consists in allowing a multimedia presentationdat in all its dimensions: spatially, temporally
and interactively, without lessening its attractiges and still giving the author the control over
adapted versions. Additionally, the authoring ofaptdble content should not increase the
complexity of authoring. To address this challenge, propose to transpose the concept of
scalability to the world of multimedia documents imyroducing the so-calle&calable MSTI
model. In this paper, we show the properties of thodel and how, from an authoring point of
view, scalable multimedia documents can be createddress a wide range of usage conditions.
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1 Introduction

Usability [26][27] is crucial when designing multadia services and constitutes one of the
greatest concerns of content producers. Indedthuaih the value of a multimedia content greatly
relies on the quality of the media it conveys, oatyappropriate composition of all these media
elements into a well-suited presentation will lesers to actually enjoy them. As a consequence,
ergonomic aspects, aesthetics and legibility ptigmconstitute a significant part of the authoring
efforts when developing multimedia contents. Inshepe of this paper, the spatial and interactive
composition of media elements over time and théinstyproperties applied to them form a
multimedia presentation, also called a multimedens.

Multimedia scene usability cannot be simply guasghty a smartly designed and appealing
presentation but it also requires a technical agerability between the multimedia scene and
usage environments. The common approach whichrgelia deployed in nowadays authoring
chains consists in designing multimedia presematithat only feature very well supported
functionalities in order to guaranty the expectedunent playback to the user. In fact, this “one-
content-fits-all” strategy is very frustrating fagervice providers who must author highly
constrained multimedia documents to fit the mositrieted usage environments. It is also
unsatisfactory for end users who cannot have actesan advanced multimedia experience
although they are appropriately equipped.

As an extension to our work introduced in [20],sthiaper presents our scalable multimedia
document model that allows addressing the mostt@ined usage environments with a suitable
presentation but also provides multimedia enhano&gsnéor advanced usage conditions. The
underlying multimedia model of our scalable docuteds called theScalable MSTmodel and
can be used to generate Rich-Media presentatiotabkufor various usage environments such as
heterogeneous terminal capabilities (screen sizecegsing power, battery, memory, player
capabilities...) and various transport mechanisnbs ¢tsting, progressive downloading, real-time
streaming, broadcasting...). Ti&ealable MSTimodel Media Spatial Temporaland Interactive

is based on state-of-the-art multimedia documendeiso[4][2][29] that clearly separate media
elements and logical structures from the multimagiesentation. Hence, tt&patial Temporal
andInteractive (STI)descriptions of our model reference media elemientise Media description

to simply apply their presentation properties. Muédia scalability is additionally provided by
dividing theseSTI descriptions intro progressive layers that can éscdbed in a generic XML-
based layered structure.

In this paper, we propose some authoring technithsgsaddress the new challenges raised by the
production of scalable presentations based onStedable MSTImodel. Indeed, th&patial
Temporaland Interactive scalability axes introduced in [20] define a thdémension space that
need to be appropriately filled in. In fact, a mimgpbetween adaptation parameters, which
represent the complete set of targeted usage aartstrand theSTI layers must be performed
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during authoring and will determine the adaptatipossibilities of the generated scalable
multimedia document. This authoring can be formdilyided in four major steps. First,Base
document that must address the most constrainggt a/ironments is created. The presentation
properties of thiBasedocument are separatedSpatial Temporaland Interactivedescriptions.
Second, three main adaptation parameters (e.gagispsolution) are assigned 871 axes (e.g
Spatial axis), thus defining adaptation axes. At that stagne Complet¢ STI presentation
enhancing theBase document can already be authored to generate ®ecgeained scalable
document. Third, a total order relation is assecdatith each selected adaptation parameter to
define the granularity of the adaptation axes &edeffore the scalabeTllayers in the adaptation
space. The fourth and last authoring phase consistiilling each definedSTI layer with
presentation properties that meet its adaptatioanpeter value according to its catega®pétial
Temporalor Interactive. This final authoring task can be driven b ampleteSTI presentation
previously authored and outputs a fine-grainedadtalmultimedia document that is ready to be
visualized in various usage environments with atinoygm perceived quality (as chosen by the
content creator).

The remainder of this paper is organized as folldsextion 2 introduces related work in the field
of adaptation of multimedia scenes. Section 3 sumzew the properties of thecalable MSTI
Section 4 presents the scalable authoring techsigugeare proposing by formally decomposing
the generation of scalable multimedia documents fatir authoring steps. Section 5 concludes
this paper and introduces perspectives for futumekw

2 Related Work

The authoring of adaptable multimedia content cantdtkled using three different principles
depending on service scenarios as described in [8]:

- The first approach, also called “device-spedfithoring”, consists in preparing presentations for
each targeted device configuration. In that calberrative versions of the same presentation can
be automatically selected during content negotiaty identifying requesting devices. Such
authoring approach is straightforward and efficientontrolled usage environments but does not
scale well as the number of possible device conditipns increases.

- The second authoring technique, also called ‘faat@ re-authoring”, lets software system
automatically operate a transformation of the pregen according to each specific device
configuration [8][14]. This approach lightens thardben of content creators by taking care of
usage environment constraints but can only be egplh simplistic (e.g. audio/video only) or
structure-driven presentations (e.g. XHTML-basegbld) where the analysis of the multimedia
content is straightforward. Additionally, no coritaver adapted presentation of the document is
provided to the content creator.

- The third and last approach, also called “muétiside authoring”, does not consider a set of
targeted devices but consists in generating prasens with a set of configurable properties that
can be selected to address various usage envirgarf&3j. In practice, this approach does not
claim to provide the best possible presentationalbrdevice configurations. Indeed, it usually
covers a range of adaptation possibilities whemvalent device configurations are implicitly
targeted and more specific devices are still abletrieve a satisfactory presentation.

Our authoring approach can be classified as a frdeitice authoring” approach because it
proposes a flexible trade-off between the authoostrol over designed presentations and the
capacity to address the unpredictable variety afj@ssnvironments. In the following, we provide
a state-of-the-art of multi-device authoring tecjugis that tackle the multimedia adaptation
problem either at the media level (Section 2.1atdhe scene level (Section 2.2).

2.1 Authoring of adaptable multi-media documents

The main challenge when authoring adaptable mudtimelocuments is to preserve semantics
while altering the presentation to address differepage environments. A lot of approaches
propose to address this issue by focusing on thptation of media elements according to usage
environments. For instance, the adaptability modeliefined in Tiempo [31] relies on media
selectiongroupsandQuality of Servicaanges that define priorities on media elementshaatp in
computing an optimal decision at a given time. Isimilar way, the synchronized template for
adaptable multimedia presentation (STAMP) modeld@finesdata compositionanddecorative
dimensions in addition to traditional spatial, teargd and interactive properties in order to query
and select related media elements based on a sugdeellite metaphor. A last example is the
multimedia adaptation framework based on MPEG-2Zihddrd that can perform generic and
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dynamic media transformations based on PerceiveditQuf Service metrics [22][25]. All these
approaches do not directly tackle the adaptatiomaoftimedia presentations but focus on the
combined adaptation of several media elements Becdbey assume that an underlying
presentation model will smartly take into accoumse changes operated at the media level. In
practice, these approaches mostly rely on autométgout rules (usually based on highly
structured languages such as SMIL [6], Madeus [HZML or highly-templated documents). For
instance, the definition of aultimedia document specificatiagiven in [14] restricts content
production to structured documents to enable auiesnehigh-level transformations‘A
multimedia document specification s={O,C} is mad@ set of multimedia objects O and a set of
constraints C between these objectisi’ this paper, we do not necessarily rely on sstectured
documents as defined in [7]. Instead, we propos@tathle authoring techniques that also take into
account advanced multimedia scenes (such as SV@®B[EP [11] or Flash) where the spatial,
temporal and interactive properties of a presemtatire essential and allow content creators to
carefully design their presentations.

2.2 Authoring of adaptable Rich-Media documents

The adaptation of a multimedia document is a tansétion that is applied to the description of
its presentation. This transformation can resolifia dynamic decision based on a straightforward
analysis of the presentation but is often driverabthoring hints that are provided along with the
presentation so as to preserve authors intentindscantent semantics. A significant amount of
research efforts have been spent on defining atbstnadels and metadata that can be used to
describe the semantics of multimedia presentatams enhance the adaptation process: media
priorities, possible media modalities, alternatisgouts... For instance, the multimedia content
model (MMCM) [17] proposes a hierarchical modetdépresent multimedia presentations in order
to drive the adaptation process wsmanticainformation (rather thaphysicalinformation). In a
similar way, multimedia scenes can be annotatech wimantic information to guide the
adaptation process and preserve the consistencymmashingfulness of the presentation [13].
These authoring approaches rely on two importastiraptions. First, content creators have to
provide this optional semantic information althoubay can’t clearly control their impact in terms
of content usability. Second, adaptation decisakifg engines are supposed to generate an
optimal multimedia document based on these adaptatieferences. In practice, the scope of such
application scenarios is limited to specific domg#j) where content production, based on
specialized authoring tools allowing appropriatenteat annotations, is closely coupled with
adaptation tools leveraging these specific semaiggrriptions. Since we are mainly targeting
broadcast scenarios where adaptation use casesesegtraightforward and generic adaptation
algorithm, our approach does not rely on such |leasptation hints but defines generic adaptation
rules (implicitly conveying semantic informatiorf)at ensure a deterministic control of adapted
presentations.

In the field of multi-device authoring, we havemtified two state-of-the-art approaches that focus
on advanced multimedia scenes (also called Richidviddcuments) and propose the authoring of
generic adaptation rules: constraint-based rulear8 interpolation-based rules [17].

2.2.1 Constraint-based adaptation rules

The authoring of constraint-based adaptable muttimeélocuments consists in creating several
versions of media elements and scene configurafstgte, spatial layout...) along with a set of
one-way or multi-way constraints that must be nznhgd when transforming the document for
adaptation purposes. In this approach, the adaptptiocess takes into account usage environment
variables by submitting them to a constraint-sajvégorithm generated during the authoring that
computes, at playback time, adapted presentatiopepties. The main difficulty raised by the
authoring of constraint-based adaptable documestghat the specifications of document
constraints require a high level of expertise a@mbfd be automated to be usable. For instance, the
explicit and global constraintsthat guide the adaptation process in [2] can loviged by an
application developer but not a content creatorg.(ecut(element[media="text"]) =
time_sequengeBased on this conclusion, a customized constlared authoring tool has been
developed for diagrams [16] and allows definingaadif adaptation behaviors for multimedia
presentations based on several diagram models. Howe key question is [still] how the author
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can specify diagram specific adaptive layout bebdvivithout having“to write textual attribute
expressions when, say, specifying one-way consdrairCSVG”"[15].

We did not select this approach to author adaptatikimedia documents for two main reasons.
First, as explained in [21], constraint-based aatégnt requires processing capabilities and
bandwidth requirements that are not optimized festricted devices in Broadcast scenarios.
Indeed, even if the complexity of one-way constramiving techniques is not high, it might not
be acceptable for very limited terminals. Furthemnca description of adaptation constraints,
provided as a JavaScript code in [16], requiragmificant bandwidth when frequently repeated in
a broadcast carousel. Second, constraint-basedisdpcuments are not designed to be updated
over time. Indeed, whenever a new object, which na@tsconsidered during authoring, is to be
dynamically inserted to the multimedia documentge tlvhole constraint-based algorithm
description has to be updated and the completeaititaphas to be reprocessed.

2.2.2 Interpolation-based adaptation rules

The authoring of interpolation-based adaptable imellia document consists in creating several
key scene configurations corresponding to typicsge environments. For adaptation purpose,
key scenes can be selected or even interpolataddiess usage environments that have not been
initially covered during authoring. An applicatimf such interpolation-based techniques is the
adaptation of Graphical User Interfaces to recsivesolution or screen size (various scene sizes)
[10]. The interpolation-based approach extends shelability features of vector graphics
languages such as SVG by providing intermediatsions that are specifically designed for
targeted scene sizes. It also leverages authoffiodseof content creators who are used to provide
their multimedia documents in several versionsgflaand small logo of a company, top or left
banner for a Flash commercial on a web site...) ahieate incremental authoring approaches
described in [19][30].

We did not select this approach to create adaptablémedia documents for two main reasons.
First, although the interpolation-based approachlmmseen as a simplification of the constraint-
based approach described in Section 2.2.1 (onlytipprameters of the one-way interpolation
process need to be provided), our previous expetsri21] showed that the update mechanism
used in ourScalable MSTodel is more efficient on very limited receivensd therefore better
addresses Broadcast requirements. Second, theatidapparameters of interpolation-based
adaptable multimedia documents are restricteddcsfatial layout andrthogonal interpolations
as defined in [10] have some awkward limitationseinms of flexibility (e.g. rotations, cross-axis
constraints, non-linear constraints). However,ithierpolation-based spatial adaptation technique
and the spatiascalability properties of our document model cancbenbined to achieve non-
linear and infinite spatial scalability.

3 The Scalable MSTI model

The Scalable MSThodel proposed in [20] describes multimedia doausieomposed of several
media elements (audio sequences, video clips, isp@gaphics, text...) and enables author-driven
adaptation by introducing the concept of scalgbillthe Scalable MSTmodel is based on state-
of-the-art multimedia document models [29][4][3&tttlearly separate media elements and logical
structures from the multimedia presentation. Thizdet is also simply called th®ISTI model
when we want to insist on its core componeritedia, Spatial, Temporahnd Interactive
descriptions. A scalabl®ISTI document can be defined as a logical structuereating several
media elementdMedia) on which a set of transformatiorSpatial, Temporahndinteractive can

be applied to generate a multimedia presentatiahatidresses various usage environments. The
Scalable MSTimodel extends the core components of M&&TI model by dividing itsSpatial,
Temporaland Interactive descriptions into progressive or incremental layierorder to provide
multimedia document scalability. In the followingn overview of the three components of the
ScalableMSTImodel and of three scalable adaptation axes destin [20] is provided in Section
3.1 and in Section 3.2, respectively. Additionalthe concept of adaptation graph and the
principles of thesTIcomposition are illustrated in Section 3.3 an&attion 3.4, respectively.

3.1 STl components

The Scalable MSTimodel separates the presentation properties otilinmedia document into
Spatial Temporaland Interactive (STI) descriptions by grouping media elements, strustared
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semantics of a multimedia document inMedia description. The specification of th8TlI
descriptions of our model is driven by perceptuabperties and identified multimedia
functionalities of existing languages such as S\BE;S, SMIL or Flash. Hence, thBpatial
description defines the layout for all media eletagthat are part of the document; themporal
description provides the timing of the multimediggentation as a whole but also the timing of
each individual media elements; and théeractive description adds interactive aspects to the
multimedia document and triggers the behavior aaset with interactions. These thr8patial
TemporalandInteractivecomponents are all related to the savtexlia description and possibly
share logic elements as illustrated in Figure 1.

O Media element

Temporal

@ Shared logic description

element

Interactive
description

Spatial
description

Media Description

Figure 1. A multimedia document in the M STI model

3.2 Adaptation axes and scalability axes

In the context of scalability, th&patial, Temporahnd Interactivecomponents of th®1STI model

are calledSTI axes. The term “scalable” and “scalability” sholld understood as in the SVC
standard [24] andrefer to the removal of [video] bit-stream in ordéo adapt it to the various
needs or preferences of end users as well as tgingrterminal capabilities or network
conditions”. As a consequence, tisealable MSTimodel is based on order relations that organize
STI axes in a progressive manner according to adaptgtiarameters so as to enable a
straightforward adaptation process. The scalabdlpng an axis can be coarse-grained or fine-
grained according to the length of adaptation st&agh grain (or step) is called a layer. Each
layer of a scalable multimedia document is assediatith an adaptation parameter related to its
applicable usage environments. Since three sciyabikes are defined in th8calable MSTI
model, at most three adaptation axes have to leediefluring document authoring and mapped to
STlscalability axes. In [20], some typical adaptatioes have been described: resolution (Section
3.2.1), processing power (Section 3.2.2) and meromgumption (Section 3.2.3).

3.2.1 Spatial scalability axis

A typical adaptation parameter which can be mapp#d theSpatial axis of theScalable MSTI
model is the targeted screen resolution. Sincepidaniameter is bi-dimensional, we restrict targeted
spatial dimensions to incremental values as forgdmeeralized spatial scalability of SVC [24]. As
a consequencéneither the horizontal nor the vertical resolutiaran decrease from one layer to
the next”.Doing so, a layered description of the spatial props of multimedia documents can
address several screen resolutions. For example, éne layer to anothef(S,,S), the Spatial
description can move objects to better fit the tpdascreen size, or increase the size of some
objects, possibly in a non-linear way as illustdate Figure 2.

S,: 480 x 270
So: 320 x 240 S1: 400 x 240 Aprés-demain - 25/04/07
Aprés-demain - 25/04/07 Aprés-demain - 25/04/07 Paris
Paris Paris 08HOO

N Temps clair
08H00 Temps clair 08H00 Temps clair 14° 13° 13 Vent faible
13° Vent faible 13° 13° Vent faible

Paris Paris
14H00

14H00 Bel aprés-midi 20° 14H00 gy apres midi 24° 20° 1o Bel aprés-midi

21° Vent fort IC=4/5 21° Vent fort \C=4/5 |C=4/5 Vent fort

Figure 2: A spatially scalable document driven by the screen resolution




3.2.2 Temporal scalability axis

The transformation of th€emporalcomponent of MSTIdocument into a scalability axis can be
performed by providing progressive timed properttesamples of adaptation parameters that can
be mapped onto thEemporalaxis are the available processing power or batiete. In that case,
Temporal layers of the scalable multimedidocument are ordered in terms of processing
requirements. For instance, the timing of an arionatan be composed of differememporal
layers that define incremental levels of smoothndéssm a two-state approachly to the
continuous rendering of complex animatiomg @s illustrated in Figure 3.
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Figure 3: A temporally scalable document driven by processing capabilities

3.2.3 Interactive scalability axis

The Interactive component of theMSTI model can be divided into layers by progressively
providing interactivity functions to the user. Adaptation parameter that can be mapped onto the
Interactiveaxis is the number of media elements requirecettbhded when accessing to auxiliary
media elements through interactions. For instaacegssible documents through user interactions
can be prioritize according to author's wishes atadined in incrementalnteractive layers
(lo,11,15) so that memory requirements are progressivelyuatadl during playback as illustrated in
Figure 4.
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Figure 4: An interactively scalable document driven by memory capacities

3.3 Adaptation graph

Whatever adaptation parameters is associated wi¢h Spatial Temporal and Interactive
scalability axes, a scalable multimedia documewagt has a generic structure composed of an
initial Base document andSTI enhancement layers. In ttgcalable MSTImodel, theBase
presentation of this document is composed of tesdSTI layers &,To,lo) and is designed to
address the most constrained usage environmerdstingt from theBase presentation,STI
enhancement layers can be successively appliedach scalability axis. The relationships
betweerSTIenhancement layers can be represented by an dageaph as illustrated in Figure
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5. A path in the graph defines the adapted presentaf the document that results from the
selection of incremental layers according to usagelitions. When an adaptation path reaches an
end, the corresponding presentation is call@bmpletedocument. The adaptation graph example
provided in Figure 5 shows a scalable multimedieudoent composed of foBpatiallayers, one
Temporallayer and twdnteractivelayers.

—’ @% - %m

—ﬁ

> &
Dy : Base document D.: Complete document

Figure5. An adaptation graph example and its adaptation paths

3.4 Scalable STI composition

The transformation that consists in applying 8patial Temporalandinteractivedescriptions to a
Media description to create presentable multimedia denimis called th&TI composition. The
division of STIcomponents into scalable layers requires an inenéshor cascaded transformation
of the Media description to progressively compose the adaptelimedia document. In fact, the
cascading ofSTI compositions is possible because MS8TI document can be considered as a
Media description as far aSTI composition is concerned. Indeed, as illustratefRd], they are
both described in the same format and contain dneesidentifiers referenced ISTI layers. The
cascading o5TI compositions is illustrated in Figure 6. It canrmticed on this figure, that the
adaptation of scalable multimedia document is drilbg presentation aspects and consists in a
straightforward adaptive filtering oBTI layers that is operated by matching their adapiati
parameter values (APV) with usage conditions.

& Media
1
AUTHORING % § @
Temporal N7 Adapted
@ @ Interactive % = @QQ Multimedia
@@0 * [— S | Document
S '99 © il g (19
[apv] (1 o~ g4
Gl AC="
Value (APV) : o 2
Adapt. PLAYBACK
Usage conditions — Filter

Figure 6. Cascaded STI composition of a Scalable M STI document

4 Authoring of scalable documents

Section 3 gives an overview of the scalability pndies and related adaptation features that the
Scalable MSTImodel, as defined in [20], can offer. In this smtt we present authoring
techniques that address the new challenges raigdtiebproduction of adaptable presentations
based on this model. In the following, four majteps in the authoring of scalable multimedia
documents are identified and described (see Figur&he first step (step 1) follows traditional
authoring paradigms: it consists in selecting meeli@ments and designing an appropriate
presentation that is simple enough to fit the nemsistrained usage environments. This initial
authoring phase aims at generating Bese presentation of a scalable multimedia document
where the presentation is split irfpatial TemporalandInteractivedescriptions. To create such
Basepresentation, we present in Section 4.1 a classifin of the presentation properties of the
XML-based SVG, BIFS and SMIL multimedia languagBlse second authoring step (step 2) adds
one enhancement layer for ea8Ml axis to create &ompletepresentation that targets the most
advanced usage conditions. General authoring doéteto produce such coarse-grained scalable
multimedia documents are described and illustrateda Digital Radio multimedia service in
Section 4.2. The two last authoring steps aim wingi adaptation granularity to the generated
multimedia documents in order to address a largeokeisage environments. They consist in
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defining targeted adaptation scenarios (step 3)dasigning incremental presentation versions
that will ensure an appropriate presentation intraeage environments (step 4). These authoring
guidelines and their adaptation properties relatesicalable MSTmodel are described in Section
4.3 and Section 4.4 respectively.

Step 2 %

Complete

\
Document
Authoring "*B ’

Step 1 m Step 3 v Step 4 e))

@)
Base Adaptation oD Enhancement

Document Graph o 5050 Layers

Authoring [ @ 0 5| Generation Authoring | J e)

Figure 7: Four-step authoring of a scalable multimedia document

4.1 Stepl: Base document authoring

A multimedia presentation encompasses compositiopegties, which organize in space and time
media elements into an interactive presentatiohalso styling properties which make the content
correspond to a graphical charter, when appliethéomedia elements. The generation of a non-
adaptable document requires its presentation piepeio be compatible with all targeted usage
environments and in particular the most constrainggge conditions. As a consequence, such
one-content-fits-all strategy does not allow thsigie of an advanced presentation but guaranty
minimal content usability in various usage enviremts. When designing a scalable multimedia
document, such content is nameBasedocument and is composed of B&se Spatial, Temporal
andInteractivelayers. TheBaseSTIlayers of a scalable multimedia document are awayuired
because they guaranty a fallback presentation iy hmaited environments. The authoring of this
Basedocument does not rely on any adaptation prinsijplet require the separation of spatial,
temporal and interactive presentation propertiepming to theMSTI model. In the following,
several authoring guidelines are provided to prgpeassify XML elements and attributes into a

media description (Section 4.1.1), styling progert{Section 4.1.2) and composition properties
(Section 4.1.3).

4.1.1 Media description

The initial phase in the authoring of a multimediacument consists in selecting key media
elements that will be composed into a presentafidve MSTI model separates media elements
from presentation properties. Indeed, this presiemta@agnostic view of a document is a common
authoring practice: e.g. defining the layout of weges using W3C Cascading Style Sheets; or
using SMIL Time Sheet to apply temporal properteean existing document or using an external
JavaScript to add behavior. In tMSTI model, selected media elements and their metadata
described (or referenced) in tMediadescription that constitute a structured XML docutrtbat
can be queried and repurposed independently fremrésentation. With such a structure, media
elements can be associated with metadata such faedlan W3C Ressource Description
Framework (RDF) in order to ease semantic search and canbasused in several application
scenarios where their presentation will be differf@ossibly using thedefs> element in SVG).
An example of media description is given in Fig8re

2 http://www.w3.0rg/RDF/



<svg
xm ns="ht t p: / / www. w3. or g/ 2000/ svg"
version="1.2" baseProfile="tiny"/>

<netadata id="nmeta-rdf">
<r df : RDF
xm ns: rdf ="http://ww. w3. or g/ 1999/ 02/ 22- r df - synt ax- ns#"
xm ns:dc = http://purl.org/dc/el ements/1.1/>
<rdf: Description
dc: dat e="2008- 10- 04"
dc: publ i sher =" RTL"
dc: |l anguage="fr"
dc: Title="DVB Digital Radio at Paris Mtor Show 2008">
</ rdf: Descripti on>
</ r df : RDF>
</ et adat a>

<g id="g_0">
<rect id="rect_0"/>
<vi deo id="video_0" xlink: href="sal onAut oRTL. h264"/>
<img id="ing_0" xl|ink:href="kol eos- RTLNumeri que. j pg"/>
<text id="text_0" xlink:href="pressRel ease. svg#text"/>
</ g>
</ svg>

Figure 8: SVG Media description including RDF metadata

4.1.2 Styling properties

Styling propertieSare decorative features that are applied to meldiments (e.g. images, text or
polygons) and that determine the overall aspedhefpresentation which is usually based on a
graphical charter. From an authoring point of vi¢he MSTI model is very lenient about styling
properties because they do not have any consemquemtespatial, temporal or interactive
properties of thtMSTImodel. Two main reasons have driven our choiagotanandate a specific
style description. First, some styling properties de closely linked to the semantics of the
presentation and they cannot be easily replacedoufitreconsidering the entire presentation or
applied to another document without making suré tloéh documents have similar semantics. For
instance, two key media elements (e.g. an imageatamaption) might be semantically linked in a
presentation by encompassing them in rectangle avitlorder style that materializes their close
relationship. Such a border style would not be iappko the rectangles of anothbfedia
description unless similar media relationships welentified. A second reason is that styling
properties are often defined according to a pddiclayout or designed to create a visual effect
that is dynamically triggered through interactivetimed events. For instance, the width of a
rectangle’s border differs depending on its sizenaich human visual system and the color of a
button will be different if it is pressed or notQJL As for now, we suggest to define all styling
properties of media elements in t8patiaf description oMMSTI document except for those that
are dynamically or interactively assigned and tat be defined respectively in themporalor
Interactivedescriptions. An example of static and dynamidirefyproperties assignment is given
in Figure 9 where th&patial and Temporaldescription can be applied to tMedia description
provided in Figure 8

<Spati al >
<Repl ace ref_id="rect_0" attribute="fill">bl ue</Repl ace>
<Repl ace ref_id="rect_0" attribute="stroke">green</ Repl ace>
<Repl ace ref_id="rect_0" attribute="stroke-w dth">4</Repl ace>
</ Spati al >

<Tenpor al >
<Insert ref_id="text_0">
<animate i d="ani mate_text_0_col or"

attributeName="fill" fron¥"blue "to="green"
repeat Count ="i ndefinite" begi n="0s" dur="2s" fill="freeze"/>
</lnsert>

</ Tenpor al >

Figure9: Styling propertiesin Spatial and Temporal descriptions

® This definition of styling properties does not eovayout properties that can be specified using
Cascading Style Sheet (CSS).

* The termSpatial could be renameBerceptualbut for consistency reasons, the teBpatial is
preferred.
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A non-exhaustive list of styling properties for SYG, BIFS [11] and SMIL [6] is given in Table
1 and gives an overview of the XML elements/attéisuthat can be considered as styling
properties when authorirgcalableMSTIdocuments.

Table 1: Styling properties of SVG, BIFSand SMIL languages

SVG

The <solidCol or>, <linearG adient> <radial Gadient> elenments

The <font> and <font-face> el ements

fill, fill-rule, fill-opacity, stroke, stroke-w dth, stroke-linecap, stroke-
linejoin, stroke-mterlimt, stroke-dasharray, stroke-dashoffset, stroke-
opacity, viewport-fill and viewport-fill-opacity attributes

BIFS
The <Materi al 2D> el enent (em ssiveColor, filled, |ineProps, transparency)
<Col or>, <LineProperties>, <LinearG adient> <RadialGadient> elenents

The <Font Styl e> el ements
<Background2D> attri bute: backCol or.

SMIL

<region> attributes: backgroundCol or and showBackground
<root -l ayout> and <topLayout> attributes: backgroundCol or

4.1.3 Composition properties

The composition properties of a presentation defhe “choreography” in space and time of
media elements and according to user interactiolteQnedia elements have been selected, an
important part of the authoring efforts is concatdd in assigning composition properties to these
media elements to achieve a coherent, usable d@ractate multimedia presentation. Every
content creator has its own technique to achieesethigh-level objectives but all composition
properties must be divided intSpatial Temporal and Interactive (STI) descriptions when
authoringMSTI documents. The authoring of tis| components oBasedocuments does not
have to be performed by the content creator hintstause an extraction of the spatial, temporal
and interactive properties of authored documentsheaautomatically performed for XML-based
multimedia languages. This section provides thaultesof our experiments that have been
conducted on SVG [1], BIFS [11] and SMIL [6] andogls how the elements and attributes of
these XML-based languages can be successfully aegarinto STI descriptions. The
classification, we are proposing, is partialijven in Table 2, Table 3 and in Table 4.

This informativeSTI classification of the SVG, BIFS and SMIL multimadanguages tries; as
much as possible; to create independ&htdescriptions by gathering related XML elements and
attributes into the sam®TI component. Most of the elements and attributethefXML-based
multimedia standards we have studied can be eda#gified inSTIdescriptions. However, some
difficulties and exceptions have been identified are discussed in the following:

- Multimedia formats often offer generic syntax irder to improve language learning time or to
enable coding efficiency. Such generic elementsheansed in all thre8TI components but we
chose to place them in the description they reléde@patial Temporalor Interactive Typical
examples are the multipurposscript> elements of SVG which modif$TI descriptions, the
<Route> element of BIFS which can linlSTl events and thdéegin attribute of the SMIL
animation elements which can contains time or auive values. Any element that does not fit
into one singleSTIcomponent due to its usage context is then plact Mediadescription.

- It is sometimes necessary to carefully extracttibutes of a single element and to assign them
differentSTIdescriptions. The animation of the position ofolject in SVG or SMIL is a perfect
illustration of this point. An animation requirergeting a parameter of the presentation (e.g. the
position of an object). It also defines the inifasition, the path of the animation and the final
position, which are obviously part of tl8patial description because they depend on the spatial
layout of the document. The timing of the animati®part of theTemporaldescription (start time,
duration, end time). Workarounds to such STI comepbrdependencies have been proposed in
[20] and basically consists in sharing presentastates in theMedia description so thaSTI

® The full results of our experiments can be found a
http://www.tsi.enst.fr/mm/MSTI/MMPropertyClassifitan. html
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components never link directly to each other. Haveanimations do not always relate to spatial
properties as in the above example and can alagsée to enable/disable the focus on a media
element over time. As a consequence dthebuteNamaeattribute of a<set> SVG element cannot
be defined as part of tHgpatial or thelnteractivedescription and will be classified according to
the value it has.

- Some multimedia formats define optimizations prtipsrthat are essential to improve usability
on specific usage environments: tineage-renderingattribute in SVG allows indicating author
preference between quality and speed of rendedngfie <QuantizationParameter>element in
BIFS enables authoring the trade-off between quaitd bandwidth. These properties are not
directly related t&STIcomponents (and their support is often optionatemreiver’s side) but have
an impact on applicable usage conditions $d1 descriptions. Therefore, these parameters are
classified according to the adaptation parametqglied to STI descriptions: e.g. screen
resolution, processing power and interactive medfigh such requirements, quantification
parameters can be defined in tBpatial description because they have a direct impact en th
highest acceptable screen resolutions (based orinanam perceived quality criteria) and
rendering optimization would be part of themporaldescription.

Table 2: Spatial propertiesof SVG, BIFSand SMIL languages

SVG

Positioning attributes: transform x, y, preserveAspectRatio, viewbox,
rotate, text-anchor, translate

Sizing attributes: width, height, scale, skewX, skewyY, font-size
Visibility attributes: display, visibility, initialVisibility

<ani mateTransfornm> attributes: type, from to

<ani mation> attributes: x, y, width, height, preserveRatio,

BIFS

Positioning attributes: translation

Sizing attributes: rotationAngle, scale, scaleOientation, radius
Visibility attributes: transparency, whichChoice

The <Pat hLayout > el enent and The <l ndexedLi neSet 2D> attri butes: coord,

col orl ndex, col orPerVertex, coordlndex

<Scal ar | nt er pol at or >, <Coor di nat el nt er pol at or 2D>, <Posi ti onl nter pol at or 2D>
attributes: key and keyVal ue

<Scal ar Ani mat or >, <Posi ti onAni mat or 2D>: fronifo, key, keyType, keySpline,
keyVal ue, keyOrientation, weight, keyVal ueType, offset

SMIL

Positioning attributes: top, bottom left, right, width, height, fit, z-

i ndex, regPoint, regAlign, mediaAlign, soundAlign

<area> attributes: shape, coords

<animate> attributes: from to, by, accurmulate, additive, cal cMbde, val ues,
pat h, keySplines

<transition> attributes: type, subtype, fadeCol or, horzRepeat, vertRepeat,
border Wdt h, borderCol or and <paranm> el ement (nane, val ue)

Table 3: Temporal propertiesof SVG, BIFSand SMIL languages

SVG

The <ani mate>, <set>, <ani mateMdtion>, <ani mateCol or>, <ani mateTransforne
el enent s

The <di scard> el ements

Attributes to control the timng of the animation: begin, dur, end, mn,
max, restart, repeatCount, repeatDur, fill

Tinme-rel ated events: begi nEvent, endEvent, repeatEvent, SVGITi ner

BIFS

The <Ti meSensor> (cyclelnterval, |oop, startTime, stopTine) element

The <Tenporal Transforn> el enent (startTinme, optinal Duration, active, speed,
scalability, stretchMde, shrinkMde, naxDel ay)

The <Tenporal G oup> el enents (costart, coend, neet)

<Movi eText ure> and <Ani mationStreanm> attributes: |oop, speed, startTine,
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stopTi me, isActive
<Layout> attributes: scroll Rate, snmoothScroll, |oop, scrollVertical
scrol | Mbde

SMIL

The <ani mate>, <set>, <ani mateMtion>, <ani nateCol or> el enents

The <seq>, <excl>, <par> el enents

The <prefetch> el enent

Attributes to control the timng of the animation: begin, end, dur,
repeat Count, repeatDur, keyTines, accel erate, decelerate, speed,

medi a attributes: nedi aRepeat, clipBegin, clipEnd, nmn, max, restart,
restartDefaul t

Attributes that define aninmation values over time: dur, startProgress,
endProgress, direction, transin, transQut

Time-rel ated events: begi nEvent, endEvent, repeatEvent, repeat

Table 4: Interactive properties of SVG, BIFSand SMIL languages

SVG

The <a> el enment

Graphics and text content elenents attributes: focusable, nav-next, nav-
prev, nav-up, nav-up-right, nav-right, nav-down-right, nav-down, nav-down-
left, nav-left, nav-up-left, focusHi ghlight

Interactive events: DOVFocusln, DOMFocusQut, DOMActivate, click, nousedown,
nouseup, nouseover, nousenobve, nouseout, mousewheel, textlnput, keydown,
keyup, scroll

The <handl er> and <listener> el ements

<text> and <textarea> attribute: editable

BIFS

<Anchor >, <TouchSensor> and <Pl aneSensor 2D> el ement s
<l nput Sensor > el enents (KeySensor, StringSensor, Muse type)

SMIL

<a> and <area> el enents (show, target, accesskey, tabindex, fragment, alt)
Media attribute: sensitivity

User-rel ated events: focuslnEvent, focusCQutEvent, activateEvent,

i nBoundsEvent, out Of BoundsEvent

4.2 Step2: Complete document authoring

The authoring guidelines described in Section 4tépl) aim at helping the generation of a valid
ScalableMSTIdocuments that is designed to address a largeoheteeity of usage conditions. In
fact, such MSTI document does not feature any adiapt functionalities but is suitable for the
most constrained environments because of impofianiations in presentation functionalities.
Based on this initial document, the second autigofimase described in this section gives
authoring guidelines to generate adapta&T| documents using th&calable MSTmodel. The
authoring of these adaptable multimedia documeaotssists in the generation of @omplete
document that enhance tBasedocumens illustrated in Figure 10. This authoring reloesthe
choice of three adaptation parameters that arecia$sd to theSpatial TemporalandInteractive
axes respectively. In facMSTI document produced during this authoring phasesasdable
multimedia documents where ea8f| scalability axis is (possibly) composed of twodes; a
Base layer &,Tolg) and aCompletelayer &,T.,l.). Even though these scalable multimedia
documents are simple, an appropriate authoringTdflescription is required to later-on leverage
the adaptation functionalities offered by tBealable MSTImodel. These general authoring
principles are described in Section 4.2.1 andtiidied in Section 4.2.2 on a multimedia Digital
Radio example.
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Dy : Base document
D.: Complete document

Figure 10: From a Base Document to a 2-layer scalable multimedia document
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4.2.1 Simple document adaptability

In our approach, the generation of adaptable matfim document is driven by authoring
principles that ensure a simple and controlled &dem of the content. This approach is generic
because it does not make any assumption on theatidapfeatures of targeted formats: system
attributes (e.gsystemBitratgin SMIL, therequiredFeaturesttribute in SVG or theTermCap>
element in BIFS Instead, tHecalable MSThpproach only relies on a straightforward filtering
adaptation process that can be progressively peefdduring the playback of the document either
based on specific format capabilities (such agdistbove) or through an external adaptation
engine (MPEG-21 DIA [22], W3C XSL TransformationsxSLT), JavaScript code...).
Additionally, the adaptation process of a scalahldtimedia document can be dynamic. In the
case of increasing capabilities, it just consistsdntinuing the execution &Tllayers. In the case
of decreasing capabilities, Random Access Layefd JRan be used to revert to a previous state
without having to restart the decoding of the adhlgt document from the beginning. The
authoring of such layers is described in SectioB.24.In practice, three essential authoring
principles shall be respected to leverage thensitiadaptation properties of scalable multimedia
documents:

- A scalable document should not assume any ternpoiiateractive properties to be visualized.
Indeed, althougha Complete multimedia presentation may heavily rely on aniorva or
interactive items, th&patial description of a scalable document should be wsetking. This
simple view of a multimedia document is very impaitt when authoring adaptable document
because it might be the only possible version wittfit highly constrained environments. If this
guideline cannot be fully respected, it means thatSpatial description either depends on the
Tempora] Interactiveor both. In that case, the constraints layerhattés of theScalable MSTI
model @ependsOn{S|T|I}LayerValuand requiredFor{S|T|l}LayerValug that are described in
[20] should be used to define dependent layerswlilatreduce possible paths in the adaptation
graph.

- A scalable document should provide all possibé&ans to access media elemehianost cases,

all media elements available in the presentationnot be directly visualized. Some media
elements may require the user to wait for some tisfere being visible and some others are only
visible through user interaction. Since there isguaranty that the temporal properties (visual
activations over time) or the interactive propext{gisual activation by user interaction) can be
activated in the playback usage environment, iinjgortant that content access to media elements
is possible either way. For instance, a workardworithe lack of an appropriate timing module on a
terminal would be a scalable document where Spatial and Interactive Completelayers are
activated whereas the playback of the same pregentaill still be possible on receivers without
a user interface by activating only tBgatial and theTemporal Completéayers of the scalable
document. If this guideline is not taken into aapthe generated scalable multimedia document
still remain valid but will not offer an optimal esexperience in all adaptation scenarios.

- A scalable document should take advantage ofdlog@eration between temporal and interactive
properties. When authoring a scalable multimedieudtent, one option consists in defining two
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independent access paradigms: automated mode (basetimeline) or user-centric mode (based
on interactions). However, tt&calableMSTImodel does not mandate such an opposition. On the
contrary, a scalable document featuring its fulatailities on théTemporaland on thdnteractive

axis can be authored to provide content enhancentieat are only available when it is composed
of all its CompleteSTIcomponents. For instance, automated transitiamm e media element to
another can be performed through animations bus#me timed animation can also be used to
achieve transition on user requests. When thisefjuigl is ignored, generated scalable documents
are perfectly correct but they will not make usealbfts possible multimedia functionalities.

4.2.2 Digital Radio multimedia scalable example
RTL Matin

HTI- Vincent Parizot

le direct BARACK OBAMA
météo CANDIDAT

trafic

astro é V LY
la grille ' : -
’ -

RTL c'estvous _

Figure 11: A multimedia Digital Radio program

In order to illustrate the three authoring prinepldescribed in Section 4.2.1 on an example, we
consider the scalable menu of a DMB Digital Radiogoam (see a snapshot on Figure 11). The
menu items define several topics that are parthef resentation: ‘live’ (le direct), ‘weather
forecast’ (météo), ‘traffic information’ (trafic)astrology messages’ (astro) and a ‘program guide’
(la grille). Thisscalable MPEG-4 BIFglocument has been authored following the princifes
down in Section 4.1 (Stepl) and Section 4.2.1 &tsp as to ensure content usability in a large
number of application scenarios:

- The style and the layout of the presentation Hzeen designed to maximize user experience on
typical DMB handheld receivers (e.g. QVGA displayhis configuration constitutes tHgase
Spatiallayer of the document that could be enhanced @graplete Spatidayer targeting a VGA
display for instance. Since, key media elementgareof the ‘live’ page, the ‘live’ menu item is
activated when connecting to the service. Thisvatibn can be noticed thanks to the style of the
‘live’ menu item (darker color of the backgroundddsrighter color of the text). Additionally, the
Base layers of theTemporal and Interactive axes are empty since there may be some usage
environments where users may want to disable tiseegiences (e.g. battery saving) and may not
be allowed to interact with the presentation (mgar use cases).

- The Temporaland thelnteractive Completelescriptionsof the scalable document define two
alternative mechanisms to access to weather fdrecaffic information, astrology messages and
program scheduling. Either the presentation autmaidft switches from one menu item to another
based on a pre-defined timed sequence or the usatly selects topics by clicking on menu
items (or using a keypad). The authoring of bd#¥mporal and Interactive descriptions is

important because some receivers may not be abrlentter animations that notify the user with
topic updates (because of processing power shrtageay not have any interactive means at all.

- Two different types of cooperation between terapand interactive properties are defined in the
menu of the scalabldocument illustrated in Figure 11. First, the sblanenu item has been
authored so as to perform a dynamic switching betvtbe two navigation modes. In particular, a
Completepresentation of the scalabteocument featuring it€ompleteSpatial Temporaland
Interactive descriptions will start an automated slideshowpldigng the weather forecast, traffic
information, astrology messages and program schregahly if no interaction has been detected
within the last 5 minutes. Second, animations diesdrin theTemporalcomponent to activate
fading effects on menu items can also be triggeredser interaction.

4.3 Step3: Adaptation graph generation

The two authoring steps described in Section 4téply and in Section 4.2 (step2) aim at
generating coarse-grained scalable documents wigighon aBase presentation that can be
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enriched by one enhancement layer on egghtial Temporaland Interactive (STI) scalability
layer. This approach is straightforward and prosidsimple but essential adaptation
functionalities. An advanced authoring of the sy properties proposed by tt&calable MSTI
model can significantly extend these adaptatiorsipdgies. In fact, these last authoring phases
can be seen as a refinement process that insérésme@ment layers betwe8aseand Complete
STl layers. As illustrated in Figure 12, the last auihgp phases described in this Section 4.3
(step3) and in Section 4.4 (step4) leverage th@tatan properties of the scalable multimedia
document generated as output of (Step 2) by refingapplication scenarios.

Step 3 Step 4 o)

Adaptation Enhancement )

Graph Layers > @
Generation Authoring e QJ

Figure 12: Fine-grained scalable multimedia document authoring

When generating a coarse-grained scalable multardaiiument, the content creator only needs to
select three essential adaptation parameters tlilhtdetermine what usage conditions are
mandated to have access to a document. When ttyiagldress usage environments with fine-
grained scalability, the content creator needs dtieb foresee possible adaptation scenarios.
Unfortunately, content creators may have little lemige (if any) about the actual usage
environments their documents will have to cope withey are usually asked to address some
typical use cases such as some type of terminalh (ypical resolutions, processing power
capabilities...) or typical delivery mechanisms (witarious bandwidths...). In this section, we
propose authoring techniques to map these high-kdaptation parameters onto a scaldhié
graph before starting the actual authoring of ttedable multimedia document. The generation of
this adaptation graph requires mapping the threie adaptation parameters onto scalability axes
(Section 4.3.1) and to identify key adaptation egafSection 4.3.2). Th8calable MSTlalso
provides tools to cope with exceptions in the aaligmt graph. Two exceptions have been
identified: when only few values of an adaptaticergmeter do not fit in the given general
ordering; or when no order relationship can beraefifor some adaptation parameters. For these
exceptions, authors can usexiliary adaptation parameters as introduced in Sectiorl 4B
define additionaligressingor forking adaptation parameters as described in SectioB 4rfl in
Section 4.3.4, respectively.

4.3.1 Scalability and adaptation axes

Scalable multimedia authoring consists in definanrgl filling the successive layers Bpatial
TemporalandInteractiveaxes of &calable MSTHocuments. These incremental layers represent
improvements of the multimedia presentation bub assume increasing capabilities in users
usage environments. Therefore, a specific typedaptation parameter has to be defined for each
STlaxis. Typical device-oriented examples of adapitagiarameters fdTlaxes are: resolution or
memory consumptionSpatia), processing powerTémpora), interactive means or memory
consumption Ifiteractivg. However, these mappings are not mandated andbeaery different
from one use case to another. For instance, ugmmed adaptation parameters could be:
accessibility to partially-sighted peop(8patial), presentation duratioiTemporal)and level of
expertise(Interactive).Once an adaptation parameter has been assignedh& €l axis, a total
order relation needs to be chosen. Given an osdation, chosen adaptation parameter values can
be ordered into a progressive manner and mappedimdividual scalability layers. This process
determines the expected number of scalability Byer eachSTI axis. It should be noted that
parameter values do not have to be accurate (eogegsing power values). In fact, only the
ordering of values is essential since precise par@nvalues may only be known at playback time
(e.g. memory usage depends on the implementation).

When considering adaptation parameters that argpedapnto the thre&TI axes of a scalable
multimedia document, it might not be satisfactarydtscard some parameters just because there
are too many of them. For instance, the three waleadaptation axes might be: resolution
(Spatia), processing poweiTeémpora) and bandwidthliteractive but memory requirements and
the availability (or not) of a sensitive screen htiglso be critical for some devices. T®ealable
MSTI model enables adaptation scenarios to be drivemdrg than three adaptation parameters.
Indeed, several types of adaptation parameterdbeassigned to or&Tl layer. In that case, the
additional parameters are calladxiliary adaptation parameters. As illustrated in Figuresi@h
auxiliary adaptation parameter can either be ptesem single layer (e.g. sensitive screen applied
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to the layer { of the Interactive axis) or distributed on several layers (e.g. ma&rmemory
requirements that depends $patial andInteractive scalability axes, e.gs bnd $). However, it
should be noted that theaexiliary adaptation parameters are only adaptation hirdstlaat the
Scalable MSTmodel may not provide the optimal presentation wbensidering them. In fact,
the Scalable MSTodel guaranties that the best presentation éstesl only when the adaptation
process is driven by the three scalable adapta@wameters. For instance, the auxiliary memory
value (RAM) provided in Figure 13 indicates a measgorresponding to$,To,l;). As a
consequence S, To,lp) might be the optimal presentation for a devicéhvai 480x320 resolution,
an 8 kbps bandwidth and 8 Mbytes of available RAM dn adaptation engine, which cares about
memory, could stop atSf,To,lg) sinceS; is labelled with a 8 Mbytes RAM auxiliary adaptatio
parameter. Thereforegquxiliary adaptation parameters can be used to guide thetadida of
scalable multimedia documents with much more thiaem three parameters defined as the
adaptation axes of the scalable multimedia docurbhanthey also introduce limitations in some
usage environments.

=0 o —edo—oo 3@
3.3. *

0 % *ﬁ

Sensitive
screen

(s9)
To
| 320x240 | \ 400x240 | \ 480x272 | | 480x320 |
Dy : Base document D.: Complete document 8 Mb RAM Resolution

Figure 13: Scalable adaptation axes example

4.3.2 Key adaptation point

The adaptation graph of a scalable multimedia derurdefines layers for ea@8patial Temporal
andInteractive (STI) axis. In fact, it defines a set of incrementalsgr&ation versions that can be
selected according to usage environments. Thisfsptesentation versions does not aim to be
optimal for all usage configurations but the ordgrof the three main adaptation parameters and
the mapping between progressive parameters valwésdacumentSTI layers guaranty that a
suitable presentation can be found in any casengiliat theBasescalabledocument addresses
the lowest possible capabilities. However, contneators are usually asked to focus on some
specific usage configurations that must be optiynatidressed (e.g. the iPhone device). Such
configuration must then be addressed by a poititéradaptation graph and our approach guaranty
that the customized document will be reached. Hawdwecause the author might want to ease or
favour such targeted players when they performrthavigation in the adaptation path, the
Scalable MSTodel lets content creators indicate key pointaisipg Random Access Layers as
described in [20].

From a playback point of view, the Random Accesgelrandication helps in two situations. First,
if the path to this key point is long in the addiota graph, a fast and direct access to the
presentation is enabled. Second, if the receivlows a blind strategy to navigate in the
adaptation graph, by processing the increme®®llayers of the scalable document one after
another without matching its capabilities with thedaptation parameters, key points enable
fallbacks that avoid the reloading of the whole wtnent when a maximum layer has been
identified. The added value of the RAL tool is dttated in Figure 14. However, it should be noted
that Random Access Layers reduce the coding pegfioces as explained in [20] because of
information redundancy.
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Figure 14: Identifying key adaptation states

4.3.3 Digressing adaptation parameter values

When preparing the adaptation graph of a scalahiéimedia document, three main adaptation
parameters are selected with their order relatianset of progressive parameters values are
defined and mapped onto the scalability layershefScalable MSTImodel. However, it may
happen that one specific parameter value doestnaitfi the overall ordering of its adaptation
axis. For instance, a scalable multimedia documet target several resolutions ordered first by
their horizontal dimension: $)240x240, §)320x240, §,)400x240, £;)480x272 and
(5)480x320. However, the content creator may be askqutovide a vertical layout for one of
these targeted resolutions (e.g. 400x240) because seceivers have the ability to dynamically
switch from an horizontal layout to a vertical layge.g. Samsung’s Player Addict). Such vertical
resolution (e.g. 240x400) does not fit with theeridg of the resolution-based adaptation axis but
the presentation associated with this specific igondtion may roughly look like some other
presentations available in the adaptation gr&phn( our example). In that case, this adaptation
parameter value can be defined as a digressidreiadaptation paths. In tBealable MSTmodel
suchdigressingadaptation parameter values are signalledkiyypablelayers as introduced in [20]
and illustrated in Figure 15. In fact, these layetated to a digressing adaptation parameter value
depend on their preceding layers, may be applieddt) and are still connected to the main path.
From an authoring point of view, digressing adaptatparameter values provide additional
flexibility as far as adaptation is concerned sitley increase the number of possible paths in the
adaptation graph. Howeveskippablelayers cause some redundancy (inirSthe example) and
should therefore be used carefully.
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Figure 15: A digression in a one-way adaptation graph

4.3.4 Forking adaptation parameter values

The Scalable MSTImodel enables three main incremental adaptatioss.aRll adaptation
parameters that cannot be mapped onto an existasgptation or onto a presentation similar to an
existing one in the adaptation graph cannot be Igimpfined asauxiliary adaptation parameters
or digressingvalues as introduced in Section 4.3.1 and SeetiBr8 respectively. Instead, a fork
needs to be defined in order to extend the adaptatiaph with presentation exceptions that are
entirely incompatible with the selected scalablepadtion parameters. In faétrking adaptation
parameter values are mapped onto scalable layatrsi¢ipend on their preceding layers, that may
be applied (or not), adigressingadaptation parameter values do, but that cannatpdated to
return to the main adaptation path. Such isol&ealtial, Temporabr Interactive (STIJayers can

be used when further enhancements are not envisionéf embedded presentation properties
would significantly impact succeeding layers (ahdrefore introduce undesirable redundancy).
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Technically, these isolated layers can be defingdthe Scalable MSTImodel through the
combined use okippable and blocking layers or originate from diverging adaptation gath
associated with a combination sippableanddependenlayers that were individually introduced
in [20]. Both approaches are illustrated in thdofwing from an authoring point of view.

First, aforking adaptation parameter can be related to a veryifgpesage configuration that
requires a customized presentation which clearfferdi from the Complete presentation of
scalable multimedia document. For instance, a &@idaptation axis for thateractivelayers can
provide progressive and complementary interactieams: 2-state keypad (left-right), touch screen
(click), 5-state keypad (left-right-up-down-ok)atkball (isOver) as illustrated in Figure 16.
Integrating the iPhone’s multi-touch navigationgigm as aligressingadaptation parameter in
such an adaptation graph is possible but would beoffitted because the whole interactivity
mechanism will be very different. Indeed, the iPéisrinterface releases left-right-up-down button
requirements and very specific interactive behagoean be triggered by the built-in
accelerometer. As illustrated Figure 16, such djpeataptation parameter valuean be mapped
onto layers identified askippableandself-blocking
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2-state Touch Multi-touch + 5-state Trackball

screen accelerometer keypad

D. : Complete document skippable || Blocks I,

Figure 16: A short fork in a one-way adaptation graph

keypad

Second, forking adaptation parameters can alscefired to initiate a scalable alternative to the
main adaptation axis. In fact, one (or more) fodkald be defined in parallel to their main
adaptation axis in order to define alternative agl@l versions of the same document. One typical
example of such forking adaptation parameter isudwmmt internationalization. Indeed, multi-
lingual support cannot be considered as an adaptatkis since an order relation cannot be
defined between several languages. However, laggselgction has significant consequences on
document layout that would impact tBpatialcomponent of a scalable multimedia document. To
cope with such a use case, a language-based forkbeadefined in the adaptation graph as
illustrated in Figure 17. In that case, tiitigsking adaptation parameter would be mapped onto
layers identified aslependentand skippable It should be noted the loose definition of layers
dependency introduced in [20] is here restrictednonediate dependencies. This restriction
reduces possible adaptation paths but simplifiespthyback ofScalable MSTdHocument since
only the last applied layer needs to be remembered.
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Dy : Base document ‘ English ‘ ‘ French ‘ ‘ English ‘ ‘ French ‘ ‘ English ‘
D.: Complete document ‘ skippable ‘ ‘ skippable ‘ ‘ skippable ‘ ‘ skippable ‘ ‘ skippable ‘

: :
‘ dependsOn So H dependsOn S; H dependsOn S; H dependsOn S ‘

Figure 17: A long fork in a one-way adaptation graph

4.4 Step4: authoring STI enhancement layers

The last authoring phase of a scalable multimedieuthent is all about creativity. Indeed, it
technically consists in filling Tl layers with presentation properties that are cdibjgawith the
adaptation parameter values they are assignedebgdhptation graph. This authoring phase does
not require any specific knowledge about 8ealable MSTimodel and should be guided by the
general authoring principles provided in Sectioh @nd in Section 4.2. Additionally, tfgcalable
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MSTI model entirely relies on existing multimedia laagas such as SVG, BIFS or SMIL.
Scalable MSTtocuments can therefore be authored by advancedrdacreators who sometimes
prefer to use an XML editor to control the genettatede for those standardized languages or
through an authoring tool that features a tradéiarser interface used to manipulate such formats.
This content production phase can be driven byGbenpletedocument generated during the
coarse-grained scalable multimedia document geoardStep 2). However, the preliminary
authoring of such coarse-grained scalable multimetbcument is absolutely not required to
achieve fine-grained scalability. Indeed, an inaeatal authoring of the presentation properties of
progressive layers of the adaptation graph is ahosimg approach that also makes sense for
designers [10][19].

5 Conclusion and discussions

In this paper, we have briefly recapped tBealable MSTImodel and presented authoring
techniques that address the new challenges raigettieb production of scalable presentations
based on this model. First, the authoring of aaddal multimedia document is initiated by the
creation of aBasedocument that clearly separa&patial Temporaland Interactive descriptions

by referring to media elements grouped in Media description. ThiBasedocument is essential
because it aims at providing a multimedia presemtasimple enough to address the most
constrained usage environments. Starting from Baisedocument, the authoring of a scalable
multimedia document consists in defining enhancemnagers that will enrich thisBase
presentation according to usage conditions. Asrseguence, a set of adaptation scenarios must
be envisioned during the authoring phase. The ofreur proposal is to design a scalable
adaptation graph that is formed of three adaptaBees composed of ordered adaptation
parameters. In order to efficiently fulfill the tmst number of adaptation scenarios, some
additions to the main scalability features of thagtation graph can even be authored by defining
auxiliary, digressingandforking adaptation parameters values. This scalable ataptgraph is
important because it determines the adaptationeptieg of the scalable multimedia document.
Starting from this adaptation graph, the authorativédy is now required to desigBpatial
Temporaland Interactive (ST|) layers that will determine the document presémtain various
environments.

As previously said in the state-of-the-art sectiomr, authoring approach is clearly driven by the
strong opinion that multimedia adaptation cannotibeen by the media level unless only austere
presentations are to be proposed to the user. fDheyave propose authoring techniques that
defines the multimedia scene as the mainstay ofltleement. In fact, a Rich-Media presentation
can include key media elements (e.g. video, audiages, text) but also graphical elements (e.qg.
rectangles, circles, polygons...) with multiple stgiproperties and flexible layouts that can vary
over time and depend on user interactions. Suchrashd multimedia scene therefore requires an
important authoring effort compared to straightfards presentations but significantly improves
the perceived quality of the whole content. Fortanse, these high-quality requirements for
multimedia services are reality on internet throbdgish web sites, on 3G mobile phones through
LASeR on demand multimedia services and on DMB ®adceivers through BIFS interactive
broadcast program. The authoring techniques prapisthis paper clearly target the production
of such advanced multimedia documents and takesssn#al requirement the guarantee of a
complete control of the quality of the adapted pn¢ations during its lifetime. We believe that this
additional authoring cost for adaptation is manddtecause any adaptation technique that do not
offer a transparent control over generated presentawill simply fail to achieve the high-quality
expectations of a designer. Hence, our approactbices the definition of the adaptive behavior
of a presentation and its authoring process inrdaeninimize authoring complexity and leverage
the incremental design of a multimedia documenti@lisly, our adaptation authoring techniques
can also be used to produce simple adaptable padisers (e.g. Audio/Video only presentations)
or highly structured presentations in languages XidTML. For sure, our approach will not be
the simpler option from an authoring point of viemw that case and that is the reason why
multimedia document scalability may be combinedhwither adaptation techniques such as
constraint-based and interpolation-based approatdy@snding on application scenarios.

This paper presented general authoring princiflasare essential when productbgalable MSTI
documents and authoring guidelines that result ftben underlying properties of thgcalable
MSTI model. It did not aim at describing an authoringltfor scalable multimedia document
generation. Nevertheless, we have started the a@vent of a WYSIWYG scalable document
authoring tool and some important issues can ajrbadaised: how to visually represent the three
dimensions of a scalable multimedia model? Howfficiently help authors in managing deltas
between layers? How to extend the notion of schitiatib template-based authoring? How to
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compose scalable sub-presentations? This will beotjectives of our future work, in particular
considering incremental transformations [30].
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